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1. Introduction

In this papaer, we consider the existence of solutions for semilinear fractional
integro-differential equations with nonlocal conditions of the formDα

t x(t) = Ax(t) +

∫ t

0

B(t− s)x(s)ds+G(t, x(h(t))), t ∈ [0, T ],

x(0) + g(x) = x0,

(1.1)

where x(·) is the state variable taking values in a Banach space X. A, (B(t))t≥0 are
closed linear operators defined on a common domain which is dense in X, and Dα

t v(t)
represents the Caputo derivative of v for α ∈ (0, 1) defined by

Dα
t v(t) :=

∫ t

0

ψ1−α(t− s)v′(s)ds,

where ψ1−α is the Gelfand-Shilov function ψβ(t) := tβ−1

Γ(β) , t > 0, with β = 1 − α.

The function h(·) : [0, T ] → [0, T ] is continuous and satisfies 0 ≤ h(t) ≤ t, which is
regarded as delay function. G and g are given functions to be specified later.

Fractional differential equations have attracted the attention of many researchers,
because of its wide applicability in sciences and engineering such as material sci-
ences, mechanics, population dynamics, economics, chemical technology and so on.
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In recent years, there has been a significant development in ordinary and partial dif-
ferential equations involving fractional derivatives, see the monographs [23, 28, 32].
Up to now one of the important way to deal with fractional partial differential equa-
tions is to transform them into abstract fractional differential equations in Banach
space. For example, an existence result for semilinear fractional differential equations
with infinite delay and non-instantaneous impulses in a Banach space was studied
by Benchohra et al. [6], using the technique of measures of noncompactness and
Mönch’s fixed point theorem. El-Sayed and Herzallah [16] investigated the existence,
continuation, maximal regularity and some other properties of the non-homogeneous
fractional order evolution equations with Captuo fractional derivative. In [24], Ku-
mar and Sukavanam considered the approximate controllability of mild solutions for
a class of semilinear delay control systems of fractional order by applying contraction
principle and the Schauder fixed point theorem. The existence of mild solutions for
a class of impulsive fractional partial semilinear differential equations was discussed
by Shu et al. [36] with the aid of Leray Schauder Alternative fixed point theorem.
Wang and Zhou [41] researched sufficient conditions for the complete controllability
of fractional evolution systems with the help of the fractional calculus, properties of
characteristic solution operators and fixed point technique. Utilizing the theory of
fractional calculus and Schauder fixed point theorem, Zhou et al. [46] derived suffi-
cient conditions for the existence and attractivity of solutions for fractional evolution
equations with Riemann-Liouville fractional derivative. For more relative works, see
[5, 15, 22, 25, 35, 39].

Meanwhile, the existence and other quantitative and qualitative properties of so-
lutions for abstract fractional integro-differential equations have attracted more and
more attention of some authors. Agarwal et al. [1] proved the existence results of
solutions of the following fractional integro-differential evolution equations in Banach
space X Dγ

t u(t) = Au(t) +

∫ t

0

B(t− s)u(s)ds+ f(t), t ∈ [0, T ],

u(0) = u0,

(1.2)

where Dγ
t is the Caputo fractional derivative of order γ ∈ (1, 2) and f : [0, T ]→ X is

a continuous function. The authors obtained the existence and regularity of solutions
of (1.2) via the γ-resolvent operators associated to the following linear homogeneous
equation Dγ

t u(t) = Au(t) +

∫ t

0

B(t− s)u(s)ds, t ≥ 0,

u(0) = u0.

Based on the important work, several papers have addressed the issue of existence
results and controllability results for fractional integro-differential through applying
the theory of γ-resolvent operators [2, 9, 27, 29, 33, 37, 42] and the references therein.
Especially, Dos Santos in [17] has established the existence and qualitative properties
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of an α-resolvent operator for abstract fractional integro-differential equationsDα
t x(t) = Ax(t) +

∫ t

0

B(t− s)x(s)ds, t ≥ 0,

x(0) = x0,

where Dα
t represents the Caputo fractional derivative of order α ∈ (0, 1), A and B(t),

t ≥ 0 are the same operators as in (1.1), and the existence and uniqueness of mild
solutions for semi-linear fractional integro-differential equationsDα

t x(t) = Ax(t) +

∫ t

0

B(t− s)x(s)ds+ f(t, x(t)), t ∈ [0, T ],

x(0) = x0,

(1.3)

were investigated by using the Banach fixed point theorem and α-resolvent operators.
On the other hand, nonlocal initial conditions can be applied in physics with better

effect than the classical initial condition x(0) = x0. In 1991, the nonlocal Cauchy
problem of evolution equations was studied by Byszewski [8] and the importance of
nonlocal conditions in different fields has been discussed in [8] and [13]. In the few
past years, some authors have been devoted to research the existence and regularity,
periodicity and controllability of solutions for (integro) differential evolution equations
with nonlocal conditions. Among others, we refer to Balachandran and Trujillo [3],
Brindle and N’Guérékata [7], Chang and Liu [10], Ding et al [14], Ezzinbi et al [19],
Ntouyas and Tsamatos [30], Pinaud and Henŕıquez [31], Vrabie [38], Wang et al [40],
Zhang et al [44] and Zhu and Fu [45].

To the best of author’s knowledge, there is no work reported on Eq. (1.3) with
nonlocal conditions and delays. To close the gap, motivated by the above works, the
aim of this paper is to study the existence of solutions for semilinear fractional integro-
differential equations with nonlocal conditions (1.1) by utilizing Schauder’s fixed point
theorem and Sadovskii’s fixed point theorem, respectively. The main contributions
as follows:

(1) We introduce a resolvent identity R(λα0 , A) := (λα0 I − A)−1 (0 < α < 1),
and we certify that if R(λα0 , A) is compact for some λα0 ∈ ρ(A) (ρ(A) is
defined in Section 2), then the solution operators are compact (see Lemma
2.7). Subsequently, applying this crucial Lemma and Schauder’s fixed point
theorem, we can get the desire result.

(2) We just require that the nonlinear term G(·, ·) satisfies Carathéodory or non-
compactness measure condition, other than Lipschitz condition as in [17].

(3) We observed that semilinear fractional integro-differential equations have been
extensively studied in recent years utilizing various fixed point theorems when
the corresponding solution operators are compact, see for instance [9, 33, 42].
In this paper, however, we can use measure of noncompactness to remove the
assumption for compactness of the solution operators (see Theorem 3.2).

The rest of this paper is organized as follows: In Section 2, we state some defini-
tions, lemmas, notations and necessary preliminaries on α-resolvent operators, Kura-
towski measure of noncompactness and fixed point theorem. In Section 3, we discuss
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the existence of mild solutions of Eq. (1.1). In Section 4, we provide an example to
illustrate the applications of the obtained results.

2. Preliminarie

Let X be a Banach space with norm ‖ · ‖. Throughout this paper, for a closed
linear operator A : D(A) ⊆ X → X, the notation Y represents the Banach space
(D(A), ‖ · ‖1) with the graph norm ‖x‖1 = ‖Ax‖ + ‖x‖, for x ∈ D(A), ρ(A) denotes
the resolvent set of A, and R(λ,A) = (λI − A)−1 is the resolvent operator of A for
λ ∈ ρ(A). We denote by L (Y,X) the Banach space of bounded linear operators
from Y into X endowed with norm ‖ · ‖1.0 and X0 = X, and abbreviate it to L (X)
when Y = X. Hereafter by C([0, T ];X) we denote the Banach space of continuous
functions from [0, T ] to X with the norm

‖x‖C = sup
0≤t≤T

‖x(t)‖, x ∈ C([0, T ];X).

Furthermore, we denote by C([0,∞);X) the space of continuous functions defined on
[0,∞) into X, and we define the space Cα((0,∞);X), by

Cα((0,∞);X) := {x ∈ C((0,∞);X) : Dα
t x ∈ C((0,∞);X)}.

Now, we present the basic theory of α-resolvent operators, which appeared in [17].
Definition 2.1 A one-parameter family of bounded linear operators (Rα(t))t≥0 on
X is called an α-resolvent operator forDα

t x(t) = Ax(t) +

∫ t

0

B(t− s)x(s)ds, t ≥ 0,

x(0) = x0 ∈ X.
(2.1)

If the following conditions are verified:
(a) The function Rα(·) : [0,∞)→ L (X) is strongly continuous, Rα(0)x = x for

all x ∈ X and α ∈ (0, 1).
(b) For x ∈ D(A), Rα(·)x ∈ C([0,∞);Y ) ∩ Cα((0,∞);X), and

Dα
t Rα(t)x = ARα(t)x+

∫ t

0

B(t− s)Rα(s)xds,

= Rα(t)Ax+

∫ t

0

Rα(t− s)B(s)xds,

for each t ≥ 0.

In what follows, we always suppose that the following conditions are verified:

(V1) The operator A : D(A) ⊆ X → X is a closed linear operator with D(A) dense
in X, for some φ ∈ (π2 , π) there is a positive constant C0 = C0(φ) such that
λ ∈ ρ(A) for each

Σ0,φ = {λ ∈ C : |arg(λ)| < φ} ⊂ ρ(A)

and ‖R(λ,A)‖ ≤ C0|λ|−1 for all λ ∈ Σ0,φ.
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(V2) For all t ≥ 0, B(t) : D(B(t)) ⊆ X → X is a closed linear operator, D(A) ⊆
D(B(t)) and B(·)x is strongly measurable on (0,∞) for each x ∈ D(A).

There exists b(·) ∈ L1
loc(R+) such that b̂(λ) exists for Reλ > 0 and ‖B(t)x‖ ≤

b(t)‖x‖1 for all t > 0 and x ∈ D(A). Moreover, the operator valued function

B̂ : Σ0,π/2 → L (Y,X) has an analytical extension (still denoted by B̂) to Σ0,φ

such that ‖B̂(λ)x‖ ≤ ‖B̂(λ)‖‖x‖1 for all x ∈ D(A), and ‖B̂(λ)‖ = O(|λ|−1),

as |λ| → ∞. Where B̂(λ) represents the Laplace transform of B(t).
(V3) There exists a subspace E ⊆ D(A) dense in Y and positive constant C1, such

that A(E) ⊆ D(A), B̂(λ)(E) ⊆ D(A) and ‖AB̂(λ)x‖ ≤ C1‖x‖ for every x ∈ E
and λ ∈ Σ0,φ.

In the sequel, for r > 0 and θ ∈ (π2 , φ), we let

Σr,θ = {λ ∈ C : |λ| ≥ r, and |arg(λ)| < θ},

and we consider the paths

Γ1
r,θ = {teiθ : t ≥ r},

Γ2
r,θ = {reiξ : −θ ≤ ξ ≤ θ},

Γ3
r,θ = {te−iθ : t ≥ r},

with Γr,θ =
⋃3
i=1 Γir,θ oriented counterclockwise. Moreover, ρ(Fα) and ρ(Gα) are the

sets

ρ(Fα) = {λ ∈ C : Fα(λ) := (λαI −A− B̂(λ))−1 ∈ L (X)}
and

ρ(Gα) = {λ ∈ C : Gα(λ) := λα−1(λαI −A− B̂(λ))−1 ∈ L (X)}.
Lemma 2.1 ([17, Lemma 1]) Suppose that condition (V1) holds, then λα ∈ ρ(A) for
each λ ∈ Σ0,φ and there exists N0 = N0(φ) such that

‖R(λα, A)‖ ≤ N0

|λ|α
,

for all λ ∈ Σ0,φ.
Lemma 2.2 ([17, Lemma 2]) There exists r1 > 0 such that Σr1,φ ⊆ ρ(Fα) and the
function Fα : Σr1,φ → L (X) is analytic. Moreover,

Fα(λ) = R(λα, A)[I − B̂(λ)R(λα, A)]−1, (2.2)

and there exists constants Ni, for i = 1, 2, 3, such that

‖Fα(λ)‖ ≤ N1

|λ|α
,

‖AFα(λ)x‖ ≤ N2

|λ|α
‖x‖1, x ∈ D(A),

‖AFα(λ)‖ ≤ N3,

for every λ ∈ Σr1,φ.
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Lemma 2.3 ([17, Lemma 3]) There exists r1 > 0 such that Σr1,ϑ ⊆ ρ(Gα) and the
function Gα : Σr1,ϑ → L (X) is analytic. Moreover,

Gα(λ) = λα−1Fα(λ) = λα−1R(λα, A)[I − B̂(λ)R(λα, A)]−1, (2.3)

and there exists constants Ni, for i = 4, 5, 6, such that

‖Gα(λ)‖ ≤ N4

|λ|
,

‖AGα(λ)x‖ ≤ N5

|λ
‖x‖1, x ∈ D(A),

‖AGα(λ)‖ ≤ N6

|λ|1−α
,

for every λ ∈ Σr1,ϑ.
Definition 2.2 ([17, Definition 2]) We define the operator family (Rα(t))t≥0 by

Rα(t) =
1

2πi

∫
Γr,θ

eλtGα(λ)dλ, t ≥ 0, (2.4)

and the auxiliary resolvent operator family (Sα(t))t≥0 by

Sα(t) =
t1−α

2πi

∫
Γr,θ

eλtFα(λ)dλ, t ≥ 0. (2.5)

Lemma 2.4 ([17, Theorem 3]) Assume that conditions (V1)-(V3) are fulfilled. Then
the function Rα(·) is an α-resolvent operator for Eq. (2.1).

The following lemmas give some properties of (Rα(t))t≥0 and (Sα(t))t≥0.
Lemma 2.5 ([17, Theorem 1]) The operator function Rα(·) is:

(i) exponentially bounded in L (X);
(ii) exponentially bounded in L (Y );

(iii) strongly continuous on [0,∞);
(iv) strongly continuous on [0,∞) in L (Y );
(v) uniformly continuous on (0,∞).

Lemma 2.6 ([17, Theorem 2]) The operator function t→ tα−1Sα(t) is:

(i) exponentially bounded in L (X);
(ii) strongly continuous on (0,∞);
(iii) uniformly continuous on (0,∞).

In order to obtain our existence results, we establish the following Lemma.
Lemma 2.7 If R(λα0 , A) (0 < α < 1) is compact for some λα0 ∈ ρ(A), then Rα(t)
and tα−1Sα(t) are compact for all t > 0.
Proof. We only state the sketch of the proof since the method is very similar to [18,
Lemma 2.12]. It follows from (2.2) that Fα(λ) is compact for all λ ∈

∑
r1,φ

, therefore,

by (2.5), we know that tα−1Sα(t) = 1
2πi

∫
Γr,θ

eλtFα(λ)dλ is compact for all t > 0.

Similarly, from (2.3) and (2.4), we conclude that Rα(t) is also compact for all t > 0.
Next we turn to state the definition for Kuratowski measure of noncompactness,

which will be used in the proof of our main results.
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Definition 2.3 ([4]) The Kuratowski measure of noncompactness χ(·) defined on
bounded set S of Banach space Z is

χ(S) := inf {d > 0 : S = ∪nk=1Sk and diam(Sk) ≤ d for k = 1, 2, · · · , n} .
Let us recall the basic properties of Kuratowski measure of noncompactness.

Lemma 2.8 ([4, 12]) Let Z be a Banach space, and U, V ⊂ Z be bounded, then the
following properties hold:

(i) χ(U) ≤ χ(V ) if U ⊂ V ;
(ii) χ(U) = 0 if and only if U is compact, where U means the closure hull of U ;

(iii) χ(U) = χ(U) = χ(conv U), where conv U means the convex hull of U ;
(iv) χ(aU) = |a|χ(U), where a ∈ R;
(v) χ(U ∪ V ) = max{χ(U), χ(V )};
(vi) χ(U + V ) ≤ χ(U) + χ(V ), where U + V = {z | z = u+ v, u ∈ U, v ∈ V };

(vii) If the map Q : D(Q) ⊂ Z →W is Lipschits continuous with constant L, then
χ(Q(V )) ≤ Lχ(V ) for any bounded subset V ⊂ D(Q), where W is another
Banach space.

In what follows, we denote by η(·) the Kuratowski measure of noncompactness on
the bounded set of Banach space X and denote by ηC(·) the Kuratowski measure of
noncompactness on the bounded set of C([0, T ];X). The following lemmas are needed
in our argument.
Lemma 2.9 ([26, Lemma 2.1]) Let D ⊂ C([0, T ];X) be bounded and equicontinuous,
then co D ⊂ C([0, T ];X) is also bounded and equicontinuous (where co D denotes the
closed convex hull of D).
Lemma 2.10 ([11, Lemma 2.5]) Let D ⊂ X be a bounded set, then there exists a
countable set D0 ⊂ D, such that η(D) ≤ 2η(D0).
Lemma 2.11 ([21, Theorem 2.1]) If {xm}∞m=1 ⊂ L1([0, T ];X) is uniformly integrable,
i.e., there exists a function ψ ∈ L1([0, T ];R+) such that

‖xm(t)‖ ≤ ψ(t), a.e. t ∈ [0, T ], m = 1, 2, · · · .
Then the function t→ η ({xm(t)}∞m=1) is measurable and

η

({∫ t

0

xm(s)ds

}∞
m=1

)
≤ 2

∫ t

0

η ({xm(s)}∞m=1) ds.

Lemma 2.12 ([4]) Let D ⊂ C([0, T ];X) be a bounded set. Then η(D(t)) ≤ ηC(D)
for all t ∈ [0, T ], where D(t) = {x(t) : x ∈ D}. Moreover, if D is equicontinuous on
t ∈ [0, T ], Then η(D(t)) is continuous on [0, T ], and ηC(D) = maxt∈[0,T ] η(D(t)).
Lemma 2.13 ([20, P111]) For q > 1 and 0 < a ≤ b, we have

(b− a)q ≤ bq − aq.

Lemma 2.14 ([19, Lemma 12]) Let {Rm}m≥1 be a sequence of bounded linear maps
on X converging pointwise to R ∈ L (X). Then for any compact set K in X, Rm
converges to R uniformly in K, namely,

sup
x∈K
‖Rmx−Rx‖ → 0, as m→∞.
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Lemma 2.15 ([34] Sadovskii’s fixed point theorem) Assume that Φ is a condensing
operator on a Banach space X, i.e., Φ is continuous and η(Φ(D)) < η(D) for every
bounded subset D of X with η(D) > 0. If Φ(B) ⊆ B for a convex, closed and bounded
subset B of X, then Φ has at least one fixed point in B.

3. Main results

In this section, we discuss the existence of mild solutions for the equation (1.1) by
using Schauder’s and Sadovskii’s fixed point theorem, respectively. In what follows,
we assume that there exist positive constants Mi, i = 1, 2. such that ‖Rα(t)‖ ≤ M1

and ‖Sα(t)‖ ≤ M2 for every t ∈ [0, T ]. Inspired by [17, Definition 3], we give the
following concept of mild solutions of Eq. (1.1).
Definition 3.1 A function x(·) ∈ C([0, T ];X) is said to be a mild solution of Eq.
(1.1), if it verifies

x(t) = Rα(t) [x0 − g(x)] +

∫ t

0

(t− s)α−1Sα(t− s)G(s, x(h(s)))ds, for t ∈ [0, T ].

To guarantee the existence of mild solutions, we impose the following restrictions
on Eq. (1.1).

(H1) R(λα0 , A) is a compact operator for some λα0 ∈ ρ(A).
(H2) The function G : [0, T ]×X → X satisfies the following conditions:

(i) For each t ∈ [0, T ], the function G(t, ·) : X → X is continuous and for
each x ∈ X the function G(·, x) : [0, T ]→ X is strongly measurable;

(ii) There is a constant ϕ > 0, a function ζ ∈ Lp([0, T ]; [0,∞))
(
p > 1

α > 1
)

and a nondecreasing continuous function Ω : [0,∞) → (0,∞) such that for
each t ∈ [0, T ] and x ∈ X,

‖G(t, x)‖ ≤ ζ(t)Ω(‖x‖) and lim inf
l→+∞

Ω(l)

l
:= ϕ < +∞.

(H3) g : C([0, T ];X)→ X is continuous and satisfies the following conditions:
(i) g is a compact map;
(ii) There is a constant δ > 0, and a continuous nondecreasing function

Λ : [0,∞)→ (0,∞) such that for any u ∈ C([0, T ];X),

‖g(u)‖ ≤ Λ(‖u‖C) and lim inf
l→+∞

Λ(l)

l
:= δ < +∞.

For any constant l > 0, let Bl = {x ∈ C([0, T ];X) : ‖x‖C ≤ l}, it is clearly a
bounded, closed and convex subset in C([0, T ];X).

We now establish the first existence result.
Theorem 3.1 Suppose that the conditions (H1)−(H3) hold, then the nonlocal Cauchy
problem (1.1) has a mild solution provided that

M1δ +M2ϕ

(
p− 1

pα− 1

) p−1
p

Tα−
1
P ‖ζ‖Lp([0,T ];[0,∞)) < 1. (3.1)
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Proof. The operator Φ : C([0, T ];X)→ C([0, T ];X) defined by

(Φx)(t) = Rα(t)[x0 − g(x)] +

∫ t

0

(t− s)α−1Sα(t− s)G(s, x(h(s)))ds. (3.2)

Since by the condition (H2)(ii), we have

‖(t− s)α−1Sα(t− s)G(s, x(h(s)))‖
≤ (t− s)α−1‖Sα(t− s)‖‖G(s, x(h(s)))‖
≤ (t− s)α−1M2ζ(s)Ω(‖x‖C), for x ∈ C([0, T ];X),

then from Bochner’s theorem ([47, Lemma 2.2]), it follows that

(t− s)α−1Sα(t− s)G(s, x(h(s)))

is Bochner’s integrable with respect to s ∈ [0, t] for all t ∈ [0, T ]. So the operator Φ is
well defined on C([0, T ];X). In the following, we prove that the operator Φ satisfies
the conditions of the well-known Schauder’s fixed point theorem, and hence Φ has a
fixed point, which is a mild solution of Eq. (1.1). For the sake of convenience, the
proof will be given in several steps.
Step 1. We claim that there is a number l0 > 0 such that Φ(Bl0) ⊆ Bl0 .

In fact, if this is not true, then for each l > 0, there exist xl(·) ∈ Bl and tl ∈ [0, T ],
such that ‖(Φxl)(tl)‖ > l. On the other hand, however, by (H2)(ii), (H3)(ii) and
Hölder inequality, we have

l < ‖(Φxl)(tl)‖

≤ M1 [‖x0‖+ ‖g(xl)‖] +

∫ tl

0

(tl − s)α−1 ‖Sα(tl − s)‖ ‖G(s, xl(h(s)))‖ ds

≤ M1 [‖x0‖+ Λ(‖xl‖C)] +

∫ tl

0

(tl − s)α−1M2ζ(s)Ω(‖xl(h(s))‖)ds

≤ M1 [‖x0‖+ Λ(l)] +M2Ω(l)

(∫ tl

0

(tl − s)
p(α−1)
p−1 ds

) p−1
p
(∫ tl

0

ζp(s)ds

) 1
p

≤ M1[‖x0‖+ Λ(l)] +M2Ω(l)

(
p− 1

pα− 1

) p−1
p

Tα−
1
P ‖ζ‖Lp([0,T ];[0,∞)).

Dividing on both sides by the l and taking the lower limit as l→ +∞, we get

1 ≤M1δ +M2ϕ

(
p− 1

pα− 1

) p−1
p

Tα−
1
P ‖ζ‖Lp([0,T ];[0,∞)).

This contradicts (3.1). Hence, there is a positive number l0 such that Φ(Bl0) ⊆ Bl0 .
Step 2. We show that Φ is continuous on Bl0 .

Let {xn} ⊆ Bl0 with xn → x in Bl0 , then by the continuity of g and G, we get that

g(xn)→ g(x), n→∞,

and

G(s, xn(h(s)))→ G(s, x(h(s))), n→ +∞.
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Applying condition (H2)(ii), we have

(t− s)α−1 ‖G(s, xn(h(s)))−G(s, x(h(s)))‖ ≤ (t− s)α−12ζ(s)Ω(l0), for s ∈ [0, T ].

Then, using the Lebesgue dominated convergence theorem, we obtain that

‖Φxn − Φx‖C ≤ sup
0≤t≤T

(
M1 ‖g(xn)− g(x)‖

+M2

∫ t

0

(t− s)α−1 ‖G(s, xn(h(s)))−G(s, x(h(s)))‖ ds

)
→ 0, as n→∞,

which implies that Φ is continuous on Bl0 .
Step 3. We certify that Φ is compact.

(i) Φ(Bl0) = {Φx : x ∈ Bl0} is a family of equicontinuous functions.

We let 0 < t1 < t2 ≤ T and ε > 0 be small enough, then, for any x ∈ Bl0 ,

‖(Φx)(t2)− (Φx)(t1)‖
≤ ‖(Rα(t2)−Rα(t1)) [x0 − g(x)]‖

+

∥∥∥∥∫ t1−ε

0

[
(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)

]
G(s, x(h(s)))ds

∥∥∥∥
+

∥∥∥∥∫ t1

t1−ε

[
(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)

]
G(s, x(h(s)))ds

∥∥∥∥
+

∥∥∥∥∫ t2

t1

(t2 − s)α−1Sα(t2 − s)G(s, x(h(s)))ds

∥∥∥∥
=: I1 + I2 + I3 + I4,

where

I1 = ‖(Rα(t2)−Rα(t1)) [x0 − g(x)]‖ ,

I2 =

∥∥∥∥∫ t1−ε

0

[
(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)

]
G(s, x(h(s)))ds

∥∥∥∥ ,
I3 =

∥∥∥∥∫ t1

t1−ε

[
(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)

]
G(s, x(h(s)))ds

∥∥∥∥ ,
I4 =

∥∥∥∥∫ t2

t1

(t2 − s)α−1Sα(t2 − s)G(s, x(h(s)))ds

∥∥∥∥ .
Now, we only need to prove that Ii → 0 independent of x ∈ Bl0 as t2 − t1 → 0 for
i = 1, 2, 3, 4.

For I1, by Lemma 2.5(v) and (H3)(ii), we obtain

I1 ≤ ‖Rα(t2)−Rα(t1)‖ (‖x0 − g(x)‖)
≤ ‖Rα(t2)−Rα(t1)‖ (‖x0‖+ Λ(l0))

→ 0, as t2 − t1 → 0.
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For I2, by Lemma 2.6(iii) and (H2)(ii), we get

I2 ≤
∫ t1−ε

0

∥∥(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)
∥∥ ‖G(s, x(h(s)))‖ ds

≤ sup
s∈[0,t1−ε]

∥∥(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)
∥∥ ∫ t1−ε

0

ζ(s)Ω(l0)ds

→ 0, as t2 − t1 → 0.

For I3, we have

I3 ≤
∫ t1

t1−ε

∥∥(t2 − s)α−1Sα(t2 − s)− (t1 − s)α−1Sα(t1 − s)
∥∥ ‖G(s, x(h(s)))‖ds

≤
∫ t1

t1−ε

∥∥(t2 − s)α−1Sα(t2 − s)− (t2 − s)α−1Sα(t1 − s)
∥∥ ‖G(s, x(h(s)))‖ds

+

∫ t1

t1−ε

∥∥(t2 − s)α−1Sα(t1 − s)− (t1 − s)α−1Sα(t1 − s)
∥∥ ‖G(s, x(h(s)))‖ds

:= I1
3 + I2

3 .

Using (H2)(ii) and Hölder inequality, we find

I1
3 ≤

∫ t1

t1−ε
(t2 − s)α−1 ‖Sα(t2 − s)−Sα(t1 − s)‖ ‖G(s, x(h(s)))‖ds

≤
∫ t1

t1−ε
(t2 − s)α−12M2ζ(s)Ω(l0)ds

≤ 2M2Ω(l0)

(∫ t1

t1−ε
(t2 − s)

p(α−1)
p−1 ds

) p−1
p
(∫ t1

t1−ε
ζp(s)ds

) 1
p

≤ 2M2Ω(l0)

(
p− 1

pα− 1

) p−1
p (

(t2 − t1 + ε)
pα−1
p−1 − (t2 − t1)

pα−1
p−1

) p−1
p ‖ζ‖Lp([0,T ];[0,∞))

→ 0, as t2 − t1 → 0 and ε→ 0.

And, analogously, it follows immediately that

I2
3 ≤

∫ t1

t1−ε

(
(t2 − s)α−1 − (t1 − s)α−1

)
‖Sα(t1 − s)‖‖G(s, x(h(s)))‖ds

≤
∫ t1

t1−ε

(
(t2 − s)α−1 − (t1 − s)α−1

)
M2ζ(s)Ω(l0)ds

≤ M2Ω(l0)

(∫ t1

t1−ε

(
(t1 − s)α−1 − (t2 − s)α−1

) p
p−1 ds

) p−1
p

‖ζ‖Lp([0,T ];[0,∞)). (3.3)
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Since p
p−1 > 1, then by Lemma 2.13 and (3.3), we see

I2
3 ≤ M2Ω(l0)

(∫ t1

t1−ε

(
(t1 − s)

p(α−1)
p−1 − (t2 − s)

p(α−1)
p−1

)
ds

) p−1
p

‖ζ‖Lp([0,T ];[0,∞))

= M2Ω(l0)

[(
p− 1

pα− 1

) p−1
p (

ε
pα−1
p−1 + (t2 − t1)

pα−1
p−1 − (t2 − t1 + ε)

pα−1
p−1

) p−1
p

]
‖ζ‖Lp([0,T ];[0,∞))

→ 0, as t2 − t1 → 0 and ε→ 0.

For I4, by simple calculations, we have

I4 ≤ M2Ω(l0)

∫ t2

t1

(t2 − s)α−1ζ(s)ds

≤ M2Ω(l0)

(∫ t2

t1

(t2 − s)
p(α−1)
p−1 ds

) p−1
p

‖ζ‖Lp([0,T ];[0,∞))

= M2Ω(l0)

(
p− 1

pα− 1

) p−1
p

(t2 − t1)α−
1
p ‖ζ‖Lp([0,T ];[0,∞))

→ 0, as t2 − t1 → 0.

Then, from above estimates, we can get

‖(Φx)(t2)− (Φx)(t1)‖ → 0, as t2 − t1 → 0.

Moreover, we conclude that the functions Φx, x ∈ Bl0 are equicontinuous at t = 0.

In fact, from Lemma 2.5(iii), Lemma 2.14 and the compactness of g(Bl0), we have

‖(Φx)(t)− (Φx)(0)‖ ≤ ‖Rα(t) [x0 − g(x)]− [x0 − g(x)]‖

+

∫ t

0

(t− s)α−1‖Sα(t− s)‖‖G(s, x(h(s)))‖ds

≤ ‖Rα(t)x0 − x0‖+ ‖Rα(t)g(x)− g(x)‖

+

∫ t

0

(t− s)α−1M2ζ(s)Ω(l0)ds

≤ ‖Rα(t)x0 − x0‖+ sup
y∈g(Bl0 )

‖Rα(t)y − y‖

+M2Ω(l0)

(
p− 1

pα− 1

) p−1
p

tα−
1
p ‖ζ‖Lp([0,T ];[0,∞))

→ 0, as t→ 0.

Therefore, the operator Φ maps Bl0 into a family of equicontinuous functions.

(ii) Φ(Bl0) = {Φx : x ∈ Bl0} is obviously bounded.

(iii) For t ∈ [0, T ], the set (ΦBl0)(t) = {(Φx)(t) : x ∈ Bl0} is relatively compact
in X.
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Clearly, due to (H3)(i), (ΦBl0)(0) = x0 − g(x) is relatively compact in X. Let
t ∈ (0, T ] be fixed, 0 < ε < t, for x ∈ Bl0 , set

(Φεx)(t) = Rα(t)[x0 − g(x)] +

∫ t−ε

0

(t− s)α−1Sα(t− s)G(s, x(h(s)))ds.

As Rα(t) and tα−1Sα(t) are compact for t > 0
(
note condition (H1) and Lemma

2.7
)
, we conclude that (ΦεBl0)(t) = {(Φεx)(t) : x ∈ Bl0} is relatively compact in X.

Furthermore, for x ∈ Bl0 , we have that

‖(Φx)(t)− (Φεx)(t)‖ ≤
∫ t

t−ε
(t− s)α−1‖Sα(t− s)‖‖G(s, x(h(s)))‖ds

≤ M2Ω(l0)

∫ t

t−ε
(t− s)α−1ζ(s)ds

≤ M2Ω(l0)

(
p− 1

pα− 1

) p−1
p

εα−
1
p ‖ζ‖Lp([0,T ];[0,∞)).

Then, there are relatively compact sets arbitrary close to the set (ΦBl0)(t). Hence
the set (ΦBl0)(t) is also relatively compact in X.

In view of steps 2 and 3 together with the infinite-dimensional version of Ascoli-
Arzela theorem, we can deduce that Φ is a completely continuous map on Bl0 , and
by Schauder’s fixed point theorem there is a fixed point x(·) for Φ on Bl0 . Therefore,
the nonlocal Cauchy problem (1.1) has a mild solution x(·) on [0, T ]. The proof is
finished.

The following existence result for the equation (1.1) is based on Sadovskii’s fixed
point theorem.
Theorem 3.2 Assume that the conditions (H2), (H3) and (3.1) are fulfilled. Also
the following condition holds:

(H4) There exists a function ω ∈ Lp([0, T ]; [0,∞))
(
p > 1

α > 1
)

such that, for any
bounded and countable set D ∈ X and t ∈ [0, T ],

η(G(t,D)) ≤ ω(t)η(D).

Then the nonlocal Cauchy problem (1.1) has at least one mild solution provided that

4M2

(
p− 1

pα− 1

) p−1
p

Tα−
1
p ‖ω‖Lp([0,T ];[0,∞)) < 1. (3.4)

Proof. Let the operator Φ on C([0, T ];X) be defined by (3.2) in Theorem 3.1. We
have already shown by steps 1, 2 and 3(i) that Φ : Bl0 → Bl0 is continuous, and
Φ(Bl0) = {Φx : x ∈ Bl0} is a family of equi-continuous functions.

Next, we prove that Φ : Ψ → Ψ is a condensing operator, where Ψ = co Φ(Bl0)
and co Φ(Bl0) means the closed convex hull of Φ(Bl0). By Lemma 2.9, we know that
Ψ ⊂ Bl0 is bounded and equicontinuous, and operator Φ : Ψ→ Ψ is continuous. For
any D ⊂ Ψ, Φ(D) is bounded. Thus, by Lemma 2.10, there exists a countable set
D0 = {xm}∞m=1 ⊂ D, such that

ηC (Φ(D)) ≤ 2ηC (Φ(D0)) . (3.5)
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By the equicontinuity of D, we know that D0 ⊂ D is also equicontinuous. Then,
applying Lemmas 2.8, 2.11, 2.12 and the conditions (H3)(i) and (H4), we have that

η (Φ(D0)(t)) ≤ η ({Rα(t)[x0 − g(xm)]}∞m=1)

+ η

({∫ t

0

(t− s)α−1Sα(t− s)G(s, xm(h(s)))ds

}∞
m=1

)
≤ M1 [η({x0}) + η ({g(xm)}∞m=1)]

+ η

({∫ t

0

(t− s)α−1Sα(t− s)G (s, xm(h(s))) ds

}∞
m=1

)

= η

({∫ t

0

(t− s)α−1Sα(t− s)G (s, xm(h(s))) ds

}∞
m=1

)

≤ 2

∫ t

0

(t− s)α−1M2η ({G (s, xm(h(s)))}∞m=1) ds

≤ 2M2

∫ t

0

(t− s)α−1ω(s)η (D0(h(s))) ds

≤ 2M2

(∫ t

0

(t− s)
p(α−1)
p−1 ds

) p−1
p

‖ω‖Lp([0,T ];[0,∞))ηC(D0)

≤ 2M2

(
p− 1

pα− 1

) p−1
p

Tα−
1
P ‖ω‖Lp([0,T ];[0,∞))ηC(D). (3.6)

Since Φ(D0) ⊂ Φ(Bl0) is bounded and equicontinuous, from Lemma 2.12, we obtain
that

ηC (Φ(D0)) = max
t∈[0,T ]

η (Φ(D0)(t)) . (3.7)

Hence, using (3.5), (3.6) and (3.7), we see that

ηC (Φ(D)) ≤ 4M2

(
p− 1

pα− 1

) p−1
p

Tα−
1
P ‖ω‖Lp([0,T ];[0,∞))ηC(D).

Due to (3.4), Φ is a condensing map on Ψ. It follows from Sadovskii’s fixed point
theorem that Φ has at least one fixed point x(·) in Ψ, which is a mild solution of the
nonlocal problem (1.1). The proof is completed.
Remark 3.1 Comparing Theorem 3.1 with Theorem 3.2, we notice that the com-
pactness of the solution operators Rα(t) and tα−1Sα(t), t > 0 is not necessary in
Theorem 3.2.
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4. Application

In this section, we apply the obtained abstract results to study fractional partial
integro-differential equations with nonlocal problem:

Dα
t z(t, x) =

∂2z(t, x)

∂x2
+

∫ t

0

e−
(t−s)
τ

∂2z(s, x)

∂x2
ds+ c(t, z(t cos t, x)),

0 ≤ x ≤ π, 0 ≤ t ≤ 1,

z(t, 0) = z(t, π) = 0, t ∈ [0, 1],

z(0, x) +

∫ π

0

k(x, y) sin(z(t, y))dy = z0(x), 0 ≤ x ≤ π,

(4.1)

where Dα
t denotes the Caputo fractional partial derivative of order α ∈ (0, 1), τ is a

positive number and z0(x) ∈ X := L2([0, π];R). The functions c(·, ·) and k(·, ·) will
be described below.

To apply our results to the system (4.1), we first need to rewrite this system into
the form of Eq. (1.1). To this end, let the operator A : D(A) ⊆ X → X be defined
by

Az = z′′

with the domain

D(A) = {z(·) ∈ X : z′, z′′ ∈ X, and z(0) = z(π) = 0} .

Then A generates a strongly continuous semigroup (T (t))t≥0 which is compact, ana-
lytic, and self-adjoint. Furthermore, A has a discrete spectrum, the eigenvalues are

−n2, n ∈ N, with the corresponding normalized eigenvectors en(x) =
√

2
π sin(nx),

n = 1, 2, · · · . Thus, A is sectorial of type and (V1) is fulfilled. We also consider the

operator B(t) : D(A) → X, t ≥ 0, B(t)x = e−
t
τ Ax for x ∈ D(A). Furthermore, it

is not difficult to see that the hypotheses (V2) and (V3) (in Section 2) are satisfied

with b(t) = e−
t
τ and E = C∞0 ([0, π];R), where C∞0 ([0, π];R) is the space of infinitely

differentiable functions from [0, π] to R vanishing at 0 and π. Then by Lemma 2.4
the corresponding linear system of (4.1) has an α-resolvent operator (Rα(t))t≥0.

We impose the following conditions on System (4.1):

(A1) The function c : [0, 1] × R → R is continuous, and there exists a function
µ ∈ Lp([0, 1]; [0,∞)) (p > 1

α > 1) such that

|c(t, x1)− c(t, x2)| ≤ µ(t)|x1 − x2|,

and

|c(t, x)| ≤ µ(t)|x|,
for any t ∈ [0, 1], x, x1, x2 ∈ R.

(A2) k(·, ·) : [0, π]× [0, π]→ R is a measurable function satisfying

σ :=

(∫ π

0

∫ π

0

k2(x, y)dydx

) 1
2

< +∞.
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Now, we take u(t)(x) = z(t, x), and define the functions G : [0, 1] ×X → X, and
g : C([0, 1];X)→ X, respectively, as

G(t, z)(x) = c(t, z(x)), z ∈ X,

and

g(u)(x) =

∫ π

0

k(x, y) sin(u(t)(y))dy, u ∈ C([0, 1];X).

Let h(t) = t cos t, then, with these notations, System (4.1) can be rewritten into the
form of (1.1).

We next show that all conditions of Theorem 3.2 are fulfilled. Assumption (A1)
implies readily that the function G satisfies (H2) and (H4). As a matter of fact, for
t ∈ [0, 1] and z1, z2 ∈ X, we get

‖G(t, z1)−G(t, z2)‖ =

(∫ π

0

|c(t, z1(x))− c(t, z2(x))|2dx
) 1

2

≤
(∫ π

0

µ2(t)|z1(x)− z2(x)|2dx
) 1

2

≤ µ(t)‖z1 − z2‖.

Then, from Lemma 2.8(vii), we obtain that ω(·) := µ(·). Similarly, we can also get

‖G(t, z)‖ ≤ µ(t)‖z‖, t ∈ [0, 1], z ∈ X. (4.2)

According to (4.2), it is easy to see that ζ(·) := µ(·) and Ω(‖z‖) := ‖z‖ (note that

ϕ := lim inf l→+∞
Ω(l)
l = 1). On the other hand, the function g clearly satisfies the

condition (H3) with δ := σ (also see [43] for the compactness property). Consequently,
by Theorem 3.2, the system (4.1) admits at least one mild solution on [0, 1] provided
that

M1σ + 4M2

(
p− 1

pα− 1

) p−1
p

‖µ‖Lp([0,T ];[0,∞)) < 1.

Where M1 and M2 are defined in Section 3.

Acknowledgements. We would like to thank the reviewers greatly for the very
careful reviewing as well as valuable comments and suggestions. This work was sup-
ported by the Natural Science Foundation of Inner Mongolia of China (Grant No.
2022QN01002), the Foundation of Inner Mongolia Normal University (Grant No.
2021YJRC021).

References

[1] R.P. Agarwal, J.P.C. Dos Santos, C. Cuevas, Analytic resolvent operator and existence results
for fractional integro-differential equations, J. Abstr. Differ. Equ. Appl., 2(2012), no. 2, 26-47.

[2] H.M. Ahmed, Approximate controllability via resolvent operators of Sobolev-type fractional sto-

chastic integrodifferential equations with fractional Brownian motion and Poisson jumps, Bull.
Iranian Math. Soc., 45(2019), no. 4, 1045-1059.

[3] K. Balachandran, J.J. Trujillo, The nonlocal Cauchy problem for nonlinear fractional integrod-

ifferential equations in Banach spaces, Nonlinear Anal., 72(2010), no. 12, 4587-4593.



EXISTENCE OF SOLUTIONS 803
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[31] M.F. Pinaud, H.R. Henŕıquez, Controllability of systems with a general nonlocal condition, J.

Differ. Equ., 269(2020), no. 6, 4609-4642.
[32] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.

[33] C. Ravichandran, N. Valliammal, J.J. Nieto, New results on exact controllability of a class of

fractional neutral integro-differential systems with state-dependent delay in Banach spaces, J.
Franklin Inst., 356(2019), no. 3, 1535-1565.

[34] B.N. Sadovskii, On a fixed point principle, Funct. Anal. Appl., 1(1967), no. 2, 74-76.
[35] R. Sakthivel, Y. Ren, N.I. Mahmudov, On the approximate controllability of semilinear frac-

tional differential systems, Comput. Math. Appl., 62(2011), no. 3, 1451-1459.

[36] X. Shu, Y. Lai, Y. Chen, The existence of mild solutions for impulsive fractional partial differ-
ential equations, Nonlinear Anal., 74(2011), no. 5, 2003-2011.

[37] V. Vijayakumar, A. Selvakumar, R. Murugesu, Controllability for a class of fractional neutral

integro-differential equations with unbounded delay, Appl. Math. Comput., 232(2014), 303-312.
[38] I.I. Vrabie, A class of semilinear delay differential equations with nonlocal initial conditions,

Dyn. Partial Differ. Equ., 15(2018), no. 1, 45-60.

[39] R. Wang, D. Chen, T. Xiao, Abstract fractional Cauchy problems with almost sectorial operators,
J. Differ. Equ., 252(2012), no. 1, 202-235.

[40] J. Wang, A.G. Ibrahim, D. O’Regan, Controllability of Hilfer fractional noninstantaneous im-

pulsive semilinear differential inclusions with nonlocal conditions, Nonlinear Anal. Model. Con-
trol, 24(2019), no. 6, 958-984.

[41] J. Wang, Y. Zhou, Complete controllability of fractional evolution systems, Commun. Nonlinear
Sci. Numer. Simul., 17(2012), no. 11, 4346-4355.

[42] Z. Yan, X. Jia, Impulsive problems for fractional partial neutral functional integro-differential

inclusions with infinite delay and analytic resolvent operators, Mediterr. J. Math., 11(2014),
no. 2, 393-428.

[43] K. Yosida, Functional Analysis, sixth ed., Springer, Berlin, 1980.

[44] X. Zhang, H. Gou, Y. Li, Existence results of mild solutions for impulsive fractional integrod-
ifferential evolution equations with nonlocal conditions, Int. J. Nonlinear Sci. Numer. Simul.,

20(2019), no. 1, 1-16.

[45] J. Zhu, X. Fu, Existence and regularity of solutions for neutral partial integro-differential equa-
tions with nonlocal conditions, J. Fixed Point Theory Appl., 22(2020), no. 2, 1-25.

[46] Y. Zhou, J. He, B. Ahmad, A. Alsaedi, Existence and attractivity for fractional evolution equa-

tions, Discrete Dyn. Nat. Soc., 2018(2018), 1-9.
[47] Y. Zhou, F. Jiao, Nonlocal Cauchy problem for fractional evolution equations, Nonlinear Anal.

Real World Appl., 11(2010), no. 5, 4465-4475.

Received: February 10, 2021; Accepted: April 6, 2021.


