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AN IMPROVED CONVERGENCE ANALYSIS OF NEWTON’S
METHOD FOR SYSTEMS OF EQUATIONS WITH CONSTANT

RANK DERIVATIVES

IOANNIS K. ARGYROS and SAÏD HILOUT

Abstract. We use Newton’s method to solve systems of equations with constant
rank derivatives. Motivated by optimization considerations, and using more
precise estimates, we provide a convergence analysis for Newton’s method with
the following advantages over the work in [11]: larger convergence domain; finer
error estimates on the distances involved, and an at least as precise information
on the location of the solution. These improvements are obtained under the
same hypotheses and computational cost as in [11]. Kantorovich-type as well as
Smale-type point estimate applications are also provided.

MSC 2000. 65F20, 65H10, 49M15.

Key words. Newton’s method, constant rank derivatives, semilocal conver-
gence, Lipschitz condition with L average.

REFERENCES

[1] Argyros, I.K., On the Newton–Kantorovich hypothesis for solving equations, Comput.
Appl. Math., 169 (2004), 315–332.

[2] Argyros, I.K., A convergence analysis for Newton–like methods for singular equations
using outer or generalized inverses, Appl. Math. (Warsaw), 32 (2005), 37–49.

[3] Argyros, I.K., A unifying local–semilocal convergence analysis and applications for two–
point Newton–like methods in Banach space, J. Math. Anal. Appl., 298 (2004), 374–397.

[4] Argyros, I.K., Computational theory of iterative methods, Studies in Computational
Mathematics, 15, Elsevier, 2007, New York, U.S.A.

[5] Argyros, I.K., On the radius of convergence of Newton’s method under average mild
differentiability conditions, Nonlinear Funct. Anal. Appl., 13 (2008), 409–415.

[6] Dedieu, J.P. and Kim, M., Newton’s method for analytic systems of equations with
constant rank derivatives, J. Complexity, 18 (2002), 187–209.

[7] Gutiérrez, J.M., A new semilocal convergence theorem for Newton’s method, J. Com-
put. Appl. Math., 79 (1997), 131–145.

[8] Huang, Z., A note on the Kantorovich theorem for Newton iteration, J. Comput. Appl.
Math., 47 (1993), 211–217.

[9] Huang, Z., The convergence ball of Newton’s method and the uniqueness ball of equations
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