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We're gonna (try to) make
math interesting!




Natural Language Processing

e Textand speech processing () Cortana

6 ~ NATURAL LANGUAGE PROCESSING

e “Understanding” human language

e Computer-Human interaction

e Affective computing




The" probl

- Receiving incoming
Helpdesk E-Mails

Classifying them in specific
categories using our trained
Al agent (Category,
Subcategory)

Updating the database with
freshly labeled requests

Ouraprh

-

Bag of words
Basic word counter vectors

Lemmatized Bag of words

BoW but with lemmatized words (verb roots,
singulars, no declinations, etc.)

WordaVec

Word features computed with another agent
to form a context map

Long short term memory NNs

Recurrent NN that support sequential input
processing,




Bag of Words
the dog is on the table

Lemmatization
Tensorflow B BB 0 B 1 1

are cat dog is now on table the

Python (3.7)

Long short term
Word2Vec memory

Male-Female Verb tense




_Al: The Beginning... (1958)

Inputs  Weights Net input Activation
function function

Frank Rosenblatt
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Schematic of Rosenblatt’s perceptron.




__Al: The neuron

Inputs  Weights Net input Activation

Axon
terminals
Myelin sheath

Output Itput

Signals

Cell nucleus

Schematic of a biological neuron.

Schematic of Rosenblatt’s perceptron.




__Al: The neuronal net

Artificial Neural Net

Neuron

output layer
input layer

hidden layer

Neuron




— Al: The neuronal net
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Project steps

Second
application
Algorithm on data
fine tuning

First
application
Proof of on data
concept

y

Research



Proof of concept results

Results on IMDB review DB
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Models were created and
trained using Tensorflow in
Python and adjacent libraries
such as WordNet and Gensim.
Displayed results are all
achieved using the same data,
and same network
hyperparameters (epochs,
batch size, etc.). Maximum
training cap not reached due
to time limits.




First appictin

After the proof of concept experiment
we conducted, we received our first batch of
data: mail that had to be classified into two
categories: Service Request and Incident

Service Request: the user
requests something. It needs access
for something, or some specific
device of software

Incident: there has been a
problem with the equipment.
Something does not function as
designed




Accuracy: cca. 74%

Blue: validation data

At epoch 1600:
Overfitting




model accuracy

Accuracy: cca. 83%

Blue: training data

Orange: validation
data




Results on Helpdesk Mails
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Cosine Similarity

sim(A, B) = cos(€) =

A-B

2

W

The Idea

After the training of the
model, we use the output
of one of the networks
layers to receive an
embedding (DocaVeo),
similar to a semantic
vector.

Afterwards, we can
calculate the similarity
between 2 inputs using
the cosine distance of 2
vectors in an N-
dimensional vector space.




Alpha-Clustering Algorithmus based upon Cosine-Similarity of vectors




Secon apiation

After the plausible results of our first application we
received further data to be analysed. We developed further
models for the prediction of different types of classification.

Procedure Type:
ServiceRequest vs Incident, type
described and researched in the first
application.

Request type: More detailed
classification type, that contains a
total of 12 classes such as
VpnConnection, Mail, Exchange,
Accessories, etc.




ROC curve
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True positive rate

—— Model ROC (area = 0.923)
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False positive rate
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Verlangerung
13%

Outlook /
Exchange
10%

Sonstige
Installationen
13%

Mail
9%

VPN Kunden
5% Lync
5%

Standard
Zubehor
6%

Passwort
zuriicksetzen
%

VPN MHP
Client
Notebook
7%

Onsite Support

RO
7%
Gerate /
Zubehor
Bestellung Neuanlage

9% 9%




(Possible) WebServer Architecture

Database

Persistence
Wessing




Next steps

WebService Link Helpdesk New Feature

Model upload System development

Implementation




Thank you for your
attention!




