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Abstract. In this paper, we consider a hierarchical variational inequality problem defined over the

set of zeros of a set-valued monotone vector field in the setting of Hadamard manifolds. We also

consider bilevel variational inequality problems and bilevel optimization problems as special cases of
our variational inequality problem. We develop implicit and explicit viscosity methods for solving

our problem for weakly contraction mappings. An inexact version of the explicit viscosity method

is also studied. At the end, we provide two examples and computational experiments to illustrate
implicit and explicit viscosity methods.
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1. Introduction

A variational inequality problem defined over the set of fixed points of a mapping
is called a hierarchical variational inequality problem, also known as hierarchical fixed
point problem. Several real-life problems, namely, signal recovery [11], beamforming
[29] and power control [16] problems can be written in the form of a hierarchical vari-
ational inequality problem. For details and applications of hierarchical variational
inequality problems, we refer to [7, 11, 16, 29, 34, 35] and the references therein. Dur-
ing the last decade, several people have considered hierarchical variational inequality
problems defined over the set of zeros of a mapping in the setting of Hilbert / Banach
spaces, see, for example, [26, 34, 27] and the references therein.

Since the nonconvex optimization problems can be treated as convex ones in the
setting of manifolds, and because of many real life problems can be written as opti-
mization problems in the setting of manifolds, many people have developed the theory
of optimization, theory of variational inequalities, fixed point theory, etc., in the set-
ting of manifolds, see, for example, [2, 3, 4, 5, 15, 6, 20, 21, 12, 14, 18, 24, 28, 13, 19,
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17, 22, 32, 31] and the references therein. Very recently, we [3] developed viscosity
approximation method for φ-contraction mappings for solving hierarchical variational
inequality problems in the setting of Hadamard manifolds. It is worth to mention that
the viscosity approximation method was first introduced by Moudafi [23] for solving
variational inequality problems in the setting of Hilbert spaces. It is further extended
and studied in [23, 26, 27, 34, 35] in the setting of Hilbert / Banach spaces.

The main motivation of this paper is to consider the hierarchical variational in-
equality problem defined over the set of zeros of a set-valued monotone vector field
in the setting of Hadamard manifolds, and to develop implicit and explicit viscos-
ity type approximation methods under weakly contraction mappings for solving such
problems. It is well-known that the concept of a weakly contraction mapping is weaker
than the concept of φ-contraction mapping (see [1, 3]).

The present paper is organized as follows: In the next section, we present some basic
terminologies and tools from Riemannian / Hadamard manifolds which will be used
throughout the paper. In Section 3, we first recall resolvent and Yosida approximation
of a set-valued vector field. Then we formulate a variational inequality problem
defined over the set of zeros of a set-valued monotone vector field. We also consider
the bilevel variational inequality problem and the bilevel optimization problem as
special cases of our variational inequality problem. In Section 4, we propose implicit
type viscosity methods for solving our problem and discuss their convergence results.
As a particular case, we derive the implicit viscosity methods and their convergence
results for bilevel variational inequality problems and bilevel optimization problems.
Section 5 deals with explicit viscosity method and its convergence result. An inexact
version of the explicit viscosity method is also discussed. As particular cases, we
derive the explicit viscosity method and its convergence result for bilevel variational
inequality problems and bilevel optimization problems. In the last section, some
examples are presented to check the numerical authenticity of implicit and explicit
viscosity methods.

2. Preliminaries

2.1. Basic concepts from manifold. Let M be a finite dimensional differentiable
manifold, TxM be a tangent space of M at x ∈ M and TM =

⋃
x∈M TxM be the

tangent bundle of M. Let x ∈M and 〈·, ·〉x : TxM×TxM→ R be a scalar product on
TxM. The smooth mapping 〈·, ·〉 : x 7−→ 〈·, ·〉x is known as a Riemannian metric on
M. The corresponding norm to the inner product 〈·, ·〉x on TxM is denoted by ‖ · ‖x.
We omit the subscript x if no confusion occurs. A differentiable manifold M with a
Riemannian metric 〈·, ·〉 is called a Riemannian manifold.

Let x, y ∈ M and γ : [a, b] → M be a piecewise smooth curve joining x to y. The
length of the curve γ is defined by

L(γ) =

∫ b

a

‖γ̇(t)‖dt,

where γ̇(t) is a tangent vector at γ(t) in the tangent space Tγ(t)M. The minimal length
of all such curves joining x to y is known as Riemannian distance and is denoted by
d(x, y).
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A single-valued vector field on M is a C∞ mapping A : M → TM such that for
every x ∈M, a tangent vector A(x) ∈ TxM is assigned. A C∞ vector field A along γ
is said to be parallel if Oγ̇(t)A = 0, where O is Levi-Civita connection and 0 denotes
the zero tangent vector. If γ̇(t) is parallel along γ, i.e., Oγ̇(t)γ̇(t) = 0, then γ is called
a geodesic and in this case ‖γ̇(t)‖ is constant. Moreover, γ is said to be normalized
geodesic if ‖γ̇(t)‖ = 1. A geodesic joining x to y in the Riemannian manifold M is
said to be a minimal geodesic if its length is equal to d(x, y).

A Riemannian manifold M is said to be complete if for any x ∈ M, all geodesics
emanating from x are defined for all t ∈ R. By Hopf-Rinow Theorem [28], if M is
a complete Riemannian manifold, then any pair of points in M can be joined by a
minimal geodesic. Moreover, (M, d) is a complete metric space. If M is a complete
Riemannian manifold, then the exponential map expx : TxM→M at x ∈M is defined
by

expx u = γ(1;x), ∀u ∈ TxM,

where γ(·;x) is the geodesic starting from x with velocity u, i.e., γ(0;x) = x and
γ̇(0;x) = u. It is known that expx tu = γ(t;x) for any real number t, and expx 0 =
γ(0;x) = x. Note that the exponential map expx is differentiable on TxM for any
x ∈ M. It is well-known that the derivative D expx(0) of expx(0) is equal to the
identity vector of TxM. Therefore, by the inverse mapping theorem, there exists an
inverse exponential map exp−1

x : M → TxM. Moreover, for any x, y ∈ M, we have
d(x, y) = ‖ exp−1

x y‖. For further details, we refer to [28].
A complete simply connected Riemannian manifold of nonpositive sectional curva-

ture is called a Hadamard manifold.
The rest of the paper, unless otherwise specified, we assume that M is a finite

dimensional Hadamard manifold.
We recall some known properties of the exponential map in the setting of Hadamard

manifolds.

Lemma 2.1. [17] Let {xn}n∈N be a sequence in a Hadamard manifold M such that
xn → x0 ∈M. Then the following assertions hold:

(a) For any y ∈M, we have

exp−1
xn y → exp−1

x0
y and exp−1

y xn → exp−1
y x0.

(b) If un ∈ TxnM and un → u0, then u0 ∈ Tx0
M.

(c) Given un, vn ∈ TxnM and u0, v0 ∈ Tx0M, if un → u0 and vn → v0, then
〈un, vn〉 → 〈u0, v0〉.

Proposition 2.2. [28] Let M be a Hadamard manifold. Then for all x ∈ M, the
exponential map expx : TxM → M is a diffeomorphism, and for any two points
x, y ∈M, there exists a unique normalized geodesic γ : [0, 1]→M joining x = γ(0) to
y = γ(1) which is in fact a minimal geodesic defined by

γ(t) = expx t exp−1
x y, ∀t ∈ [0, 1].

A subset C of a Riemannian manifold M is said to be geodesic convex if for any
two points x and y in C, any geodesic joining x to y is contained in C, i.e., for all
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a, b ∈ R and for any geodesic γ : [a, b]→M such that x = γ(a) and y = γ(b), we have
γ(at+ (1− t)b) ∈ C for all t ∈ [0, 1].
A function f : M→ R is said to be geodesic convex if for any geodesic γ : [a, b]→M,
the composition function f ◦ γ : [a, b]→ R is convex, that is,

(f ◦ γ)(at+ (1− t)b) ≤ t(f ◦ γ)(a) + (1− t)(f ◦ γ)(b), ∀t ∈ [0, 1] and ∀a, b ∈ R.

Proposition 2.3. [28] The Riemannian distance d : M × M → R is a geodesic
convex function with respect to the product Riemannian metric, i.e., given any pair
of geodesics γ1 : [0, 1] → M and γ2 : [0, 1] → M, the following inequality holds for all
t ∈ [0, 1] :

d(γ1(t), γ2(t)) ≤ (1− t)d(γ1(0), γ2(0)) + td(γ1(1), γ2(1)).

In particular, for each x ∈ M, the function d(·, x) : M → R is a geodesic convex
function.

We now mention some geometric properties from the finite dimensional Hadamard
manifold M which are similar to the settings of Euclidean space Rn.

A geodesic triangle ∆(x1, x2, x3) in a Hadamard manifold M is a set consisting of
three points x1, x2 and x3, and three minimal geodesics γi joining xi to xi+1, where
i = 1, 2, 3 (mod 3).

Proposition 2.4. [28] Let ∆(x1, x2, x3) be a geodesic triangle in a Hadamard mani-
fold M. For each i = 1, 2, 3 (mod 3), let γi : [0, li]→ M be the geodesic joining xi to
xi+1, li = L(γi) and αi be the angle between tangent vectors γ̇i(0) and −γ̇i−1(li−1).
Then,

(a) α1 + α2 + α3 ≤ π;
(b) l2i + l2i+1 − 2lili+1 cosαi+1 ≤ l2i−1.

As in [17], Proposition 2.4 (b) can be written in terms of Riemannian distance and
exponential map as

d2(xi, xi+1) + d2(xi+1, xi+2)− 2
〈

exp−1
xi+1

xi, exp−1
xi+1

xi+2

〉
≤ d2(xi−1, xi), (2.1)

since 〈
exp−1

xi+1
xi, exp−1

xi+1
xi+2

〉
= d(xi, xi+1)d(xi+1, xi+2) cosαi+1.

For further details, we refer to [14].

Lemma 2.5. [18] Let ∆(x, y, z) be a geodesic triangle in a Hadamard manifold M.
Then, there exists x′, y′, z′ ∈ R2 such that

d(x, y) = ‖x′ − y′‖, d(y, z) = ‖y′ − z′‖ and d(x, z) = ‖x′ − z′‖.

The triangle ∆(x′, y′, z′) is called the comparison triangle of the geodesic triangle
∆ (x, y, z), which is unique up to isometry of M. The points x′, y′, z′ are called
comparison points to the points x, y, z, respectively.

Lemma 2.6. [18] Let ∆(x, y, z) be a geodesic triangle in a Hadamard manifold M
and ∆(x′, y′, z′) be its comparison triangle.
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(a) Let θ1, θ2, θ3 (respectively, θ′1, θ
′
2, θ
′
3) be the angles of ∆(x, y, z) (respectively,

∆(x′, y′, z′)) at the vertices x, y, z (respectively, x′, y′, z′). Then,

θ′1 ≥ θ1, θ′2 ≥ θ2 and θ′3 ≥ θ3.

(b) Let w be a point on the geodesic joining x to y and w′ be its comparison point
in the interval [x′, y′]. If d(w, x) = ‖w′ − x′‖ and d(w, y) = ‖w′ − y′‖, then
d(w, z) ≤ ‖w′ − z′‖.

A parallel transport on the tangent bundle TM along γ with respect to O is a linear
map Pγ,γ(b),γ(a) : Tγ(a)M→ Tγ(b)M defined by

Pγ,γ(b),γ(a)(v) = A(γ(b)), ∀a, b ∈ R and ∀v ∈ Tγ(a)M,

where A is the unique vector field such that Oγ̇(t)A = 0 for all t and A(γ(a)) = v.
When γ is a minimal geodesic joining x to y, we write Py,x instead of Pγ,y,x. For
further details, we refer to [13, 28].

2.2. Basic concepts from nonlinear analysis. Let M be a Hadamard manifold
and C be a nonempty closed geodesic convex subset of M. The projection of a point
x ∈M onto C is defined by

PC(x) = {z ∈ C : d(x, z) ≤ d(x, y), ∀y ∈ C}.

Proposition 2.7. [32] Let C be a nonempty closed geodesic convex subset of a
Hadamard manifold M. Then for any x ∈ M, PC(x) is a singleton set. Also, for
any point x ∈M, the following statements are equivalent:

(a) y = PC(x);
(b)

〈
exp−1

y x, exp−1
y z

〉
≤ 0 for all z ∈ C.

Definition 2.8. [19] A mapping T : C ⊆ M → M is said to be firmly nonexpansive
if for any x, y ∈ C, the function ϕ : [0, 1]→ [0,+∞) defined by

ϕ(t) := d
(
expx t exp−1

x T (x), expy t exp−1
y T (y)

)
, ∀t ∈ [0, 1],

is nonincreasing.

Li et al. [19] proved that every firmly nonexpansive map is nonexpansive, that is,

d(T (x), T (y)) ≤ d(x, y), ∀x, y ∈ C.

Alber and Guerre-Delabriere [1] defined the concept of a weakly contraction map-
ping and studied the existence of a unique fixed point for such mappings in the setting
of Hilbert spaces. Rhoades [25] extended the result of Alber and Guerre-Delabriere
[1] for complete metric spaces.

Definition 2.9. A mapping f : M→M is said to be weakly contraction if

d(f(x), f(y)) ≤ d(x, y)− ψ(d(x, y)), ∀x, y ∈M,

where ψ : [0,+∞) → [0,+∞) is a continuous and nondecreasing function such that
ψ(0) = 0, ψ(t) > 0 for t > 0 and lim

t→∞
ψ(t) = +∞. The function ψ is called a

comparison function.
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Remark 2.10. (a) If ψ(t) = kt for all t ≥ 0, where k ∈ (0, 1), then every weakly
contraction mapping is contraction with constant 1− k.

(b) Note that weakly contraction mappings are nonexpansive.

(c) For all t ≥ 0, ψ(t) = t2

1+t is a comparison function.

Theorem 2.11. [25] Let (M, d) be a complete metric space and f : M → M be a
weakly contraction mapping. Then, f has a unique fixed point.

Very recently, we [3] considered the following φ-contraction mapping in the setting
of Hadamard manifolds. It was originally introduced by Boyd and Wong [9] in the
setting of metric spaces.

Definition 2.12. A mapping f : M→M is said to be φ-contraction if

d(f(x), f(y)) ≤ φ(d(x, y)), ∀x, y ∈M,

where φ : [0,+∞)→ [0,+∞) is an upper semicontinuous function such that φ(t) < t
for all t > 0.

Remark 2.13. Every weakly contraction mapping is φ-contraction.
Indeed, let f : M→M be a weakly contraction mapping with the comparison function
ψ : [0,+∞) → [0,+∞) which is continuous and nondecreasing such that ψ(0) = 0,
ψ(t) > 0 for all t > 0 and lim

t→∞
ψ(t) = +∞. Then, the function φ : [0,+∞)→ [0,+∞)

defined by φ(t) = t − ψ(t) is an upper semicontinuous function and φ(t) < t for
all t > 0. Also, d(f(x), f(y)) ≤ d(x, y) − ψ(d(x, y)) = φ(d(x, y)) for all x, y ∈ M.
Therefore, f is φ-contraction.

The following lemma will be used to prove the main result of this paper.

Lemma 2.14. [1] Let {µn}n∈N and {βn}n∈N be two sequences of positive real numbers

such that lim
n→∞

βn
µn

= 0 and
∞∑
n=1

µn = +∞. Let {wn}n∈N be a sequence of positive real

numbers satisfying the following recursive inequality:

wn+1 ≤ wn − µnψ(wn) + βn, ∀n ∈ N,

where ψ : [0,+∞) → [0,+∞) is a continuous and nondecreasing function such that
ψ(0) = 0 and ψ(t) > 0 for all t > 0. Then, lim

n→∞
wn = 0.

3. Formulation of the Problems

Throughout the paper, unless otherwise specified, we assume that M is a Hadamard
manifold. Let Ω(M) denote the set of all single-valued vector fields B : M → TM
such that B(x) ∈ TxM for each x ∈ M. Let X (M) be the set of all set-valued vector
fields A : M ⇒ TM such that A(x) ⊆ TxM for each x ∈ M. The domain D(A) of A
is defined by D(A) = {x ∈M : A(x) 6= ∅}.

Definition 3.1. [21] A single-valued vector field B ∈ Ω(M) is said to be monotone if〈
B(x), exp−1

x y
〉
≤
〈
B(y),− exp−1

y x
〉
, ∀x, y ∈M.
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Definition 3.2. [20] Let T : C ⊂ M ⇒ M be a set-valued mapping. The comple-
mentary vector field A ∈ X (M) of T is defined by

A(x) = − exp−1
x T (x), ∀x ∈ C,

where exp−1
x T (x) = {exp−1

x y ∈ TxM : y ∈ T (x)} for all x ∈M.

Theorem 3.3. [20] If T : C ⊂M→M is a nonexpansive mapping, then its comple-
mentary vector field is monotone.

Now, we recall the definition of resolvent associated with a set-valued vector field.

Definition 3.4. [19] For a given λ > 0, the resolvent of a set-valued vector field
A ∈ X (M) of order λ is a set-valued map JAλ : M⇒ D(A) defined by

JAλ (x) := {z ∈M : x ∈ expz λA(z)}, ∀x ∈M,

and the Yosida approximation of A of order λ is defined by

Aλ(x) = − 1

λ
exp−1

x JAλ (x), ∀x ∈M.

Note that the Yosida approximation Aλ of A is the complementary vector field of the
corresponding resolvent.

Remark 3.5. [19] For λ > 0, the range of resolvent JAλ is contained in the domain
of A and

Fix(JAλ ) = A−1(0).

Definition 3.6. [12] A set-valued vector field A ∈ X (M) is said to be monotone if
for any x, y ∈ D(A),〈

u, exp−1
x y

〉
≤
〈
v,− exp−1

y x
〉
, ∀u ∈ A(x) and ∀v ∈ A(y).

Lemma 3.7. [19] A set-valued vector field A ∈ X (M) is monotone if and only if JAλ
is single-valued and firmly nonexpansive.

Remark 3.8. Note that the set of fixed points of a nonexpansive mapping is closed
and geodesic convex (see [2, 19]). If A ∈ X (M) is monotone, then by Lemma 3.7,
JAλ is single-valued and firmly nonexpansive, and hence nonexpansive. Therefore,
Fix(JAλ ) = A−1(0) is closed and geodesic convex.

Lemma 3.9. [2] Let A : M ⇒ TM be a monotone set-valued vector field. Then, for
µ > 0 and η > 0, we have

d
(
JAµ (x), JAη (x)

)
≤ |µ− η|

µ
d
(
x, JAµ (x)

)
, ∀x ∈M. (3.1)

Lemma 3.10. [19] Let A ∈ X (M) be monotone, λ > 0 and x ∈ D(Aλ). Then,

Aλ(x) ∈ Px,JAλ (x)A
(
JAλ (x)

)
and ‖Aλ(x)‖ ≤ |||A(x)|||,

where |||A(x)||| = inf{‖u‖ : u ∈ A(x)}. Moreover, ‖Aλ(x)‖ = ‖A(JAλ (x))‖.
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Let f : M→M be a weakly contraction mapping and A : M⇒ TM be a set-valued
monotone vector field such that A−1(0) 6= ∅. The hierarchical variational inequality
problem (in short, HVIP) is to find x̄ ∈ A−1(0) such that〈

exp−1
x̄ f(x̄), exp−1

x̄ x
〉
≤ 0, ∀x ∈ A−1(0). (3.2)

We denote by S the solution set of HVIP (3.2). Clearly, by Remark 3.8, the assumption
A−1(0) 6= ∅ and Proposition 2.7, HVIP (3.2) can equivalently be written as the
following fixed point problem:

Find x̄ ∈M such that x̄ = PA−1(0)f(x̄), (3.3)

where PA−1(0) is the metric projection on the nonempty closed geodesic convex set

A−1(0) in the Hadamard manifold M.

Special Cases

Bilevel variational inequality problems. A variational inequality problem de-
fined over the set of solutions of another variational inequality problem is known as
bilevel variational inequality problem. For further details, applications and a nice
survey, we refer [33].

Let C be a nonempty closed and geodesic convex subset of a Hadamard manifold
M, and B : C → TM be a single-valued monotone vector field. The variational
inequality problem in the setting of Hadamard manifolds was first considered and
studied by Németh [21] which is defined as follows:

Find ȳ ∈ C such that
〈
B(ȳ), exp−1

ȳ z
〉
≥ 0, ∀z ∈ C. (3.4)

The solution set of the variational inequality problem (3.4) is denoted by VIP(B;C).
The normal cone to C at y ∈ C is defined by

NC(y) :=
{
u ∈ TyM :

〈
u, exp−1

y z
〉
≤ 0, ∀z ∈ C

}
.

Note that the problem (3.4) is equivalent to the following inclusion problem:

Find ȳ ∈ C such that 0 ∈ B(ȳ) +NC(ȳ), (3.5)

where B + NC is a set-valued monotone vector field (see [17]). Let RBλ := JB+NC
λ ,

that is,

RBλ (y) = JB+NC
λ (y)

= {w : y ∈ expw λ(B +NC)(w)}

=

{
w :

1

λ
exp−1

w y −B(w) ∈ NC(w)

}
=
{
w :
〈
λB(w)− exp−1

w y, exp−1
w z

〉
≥ 0, ∀z ∈ C

}
, ∀y ∈M.

Since B+NC is a set-valued monotone vector field, by Lemma 3.7, RBλ is single-valued
and firmly nonexpnasive, and hence, nonexpansive. Clearly, Fix(RBλ ) = VIP(B;C).
If we consider A = B+NC , then VIP(B;C) = Fix(RBλ ) = A−1(0), and therefore, the
HVIP (3.2) reduces to the following bilevel variational inequality problem:

Find x̄ ∈ VIP(B;C) such that
〈
exp−1

x̄ f(x̄), exp−1
x̄ y

〉
≤ 0, ∀y ∈ VIP(B;C),

(3.6)
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where f : M→M is a weakly contraction mapping.

Bilevel optimization problems. An optimization problem defined over the set of
solutions of another optimization problem is known as bilevel optimization problem.
For further detail and applications, we refer [30, 10].

Let F : M → R ∪ {+∞} be a proper, lower semicontinuous and geodesic convex
function with the domain D(F ) := {x ∈ M : F (x) 6= +∞}. Let C be a nonempty
closed and geodesic convex subset of a Hadamard manifold M. The constraint mini-
mization problem is defined as

min
x∈C

F (x). (3.7)

The solution set of the constraint minimization problem is denoted by argmin
x∈C

F (x),

that is,

argmin
x∈C

F (x) := {x̄ ∈M : F (x̄) ≤ F (y),∀y ∈ C} .

The directional derivative of a proper geodesic convex function F : M → R ∪ {+∞}
at x in direction u ∈ TxM is

F ′(x;u) := lim
t→0+

F (expx tu)− F (x)

t
.

The resolvent of F , defined by

Proxλ,F (x) := argmin
y∈C

{
F (y) +

1

2λ
d2(x, y)

}
, (3.8)

where λ > 0, is single-valued and firmly nonexpansive (see [14]). The set of fixed
points of resolvent of F is denoted by Fix(Proxλ,F ). By ([8, Lemma 3.2]),

argmin
x∈C

F (x) = Fix(Proxλ,F ). (3.9)

The gradient ∇G of a geodesic convex differentiable function G : M → R at x ∈ M
[13] is defined by 〈∇G(x), u〉 := G′(x;u) for all u ∈ TxM.

Proposition 3.11. [24] Let M be a Riemannian manifold and G : M → R be a
differentiable function. Then, G is geodesic convex if and only if ∇G is a monotone
vector field.

Since every weakly contraction mapping is nonexpansive, therefore by Theorem
3.3, the complimentary vector field of a weakly contraction mapping is monotone.
Also, by Proposition 3.11, the gradient of a geodesic convex function is monotone.
Therefore, without loss of generality, we can consider a weakly contraction mapping
f : M → M and a geodesic convex differentiable function G : M → R such that
∇G = − exp−1

· f . For λ > 0, if we consider JAλ = Proxλ,F and adopt the technique of
[3, Proposition 3.10], then HVIP (3.2) reduces to the following bilevel minimization
problem (in short, BMP):

min
x∈argmin F

G(x), (3.10)

where argmin F denotes argmin
x∈C

F (x). It is considered and studied by Cabot [10] and

Solodov [30] in the setting of Euclidean spaces.
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4. Implicit Methods

To propose the implicit methods for solving HVIP (3.2), we first prove that the
mappings JAλ f and JAλ (exp· t exp−1

· f) have a unique fixed point where f is a weakly
contraction mapping and λ > 0, t ∈ [0, 1].

Proposition 4.1. Let f : M→M be a weakly contraction mapping and A : M⇒ TM
be a set-valued monotone vector field. Then the following assertions hold:

(a) For each λ > 0, JAλ f has a unique fixed point.
(b) For each λ > 0 and t ∈ [0, 1], JAλ (exp· t exp−1

· f) has a unique fixed point.

Proof. (a) Since JAλ is nonexpansive and f is weakly contraction, we have that JAλ f
is weakly contraction, that is,

d(JAλ (f(x)), JAλ (f(y))) ≤ d(f(x), f(y)) ≤ d(x, y)− ψ(d(x, y)), ∀x, y ∈M.

So, by Theorem 2.11, JAλ f has a unique fixed point.
(b) Since JAλ is nonexpansive for all λ > 0 and f is weakly contraction, we have

d
(
JAλ
(
expx t exp−1

x f(x)
)
, JAλ

(
expy t exp−1

y f(y)
) )

≤ d(expx t exp−1
x f(x), expy t exp−1

y f(y))

≤ (1− t)d(x, y) + td(f(x), f(y))

≤ (1− t)d(x, y) + t(d(x, y)− ψ(d(x, y)))

= d(x, y)− tψ(d(x, y)), ∀x, y ∈M.

Hence, JAλ (exp· t exp−1
· f) is weakly contraction with the comparison function ϕ = tψ

which is continuous and nondecreasing such that ϕ(0) = 0, ϕ(s) > 0 for s > 0
and lim

t→∞
ϕ(t) = +∞. By Theorem 2.11, there exists a unique fixed point of

JAλ (exp· t exp−1
· f). �

In view of the above proposition, we suggest the following implicit methods to find
the solutions of HVIP (3.2):

yλ := JAλ (f(yλ)), ∀λ > 0. (4.1)

and

xt := JAλ (expxt t exp−1
xt f(xt)), ∀λ > 0 and ∀t ∈ [0, 1]. (4.2)

The implicit methods (4.1) and (4.2) improve and extend several known methods
in the following ways:

(a) The implicit method (4.1) extends the one considered by Wong et al. [34] for
the problem (3.2) from Banach space settings to Hadamard manifolds.

(b) The implicit method (4.2) extends and improves the one considered in [27]
for a contraction mapping f in the setting of Banach spaces.

(c) If f(x) = u is a fixed point in M, then the implicit method (4.2) reduces to
the one considered in [5].

(d) In [6, 3], we studied the HVIP (3.2) for nonexpansive mappings, weakly con-
traction mappings and φ-contraction mappings in the setting of Hadamard
manifolds and also considered some particular cases. If we consider f to be a
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φ - contraction mapping, then the map JAλ (expxt t exp−1
xt f(xt)) may not be a

φ-contraction. Therefore, in view of [9, Theorem 1], JAλ (expxt t exp−1
xt f(xt))

may not have a fixed point, and hence, the methods in [6, 3] may not be ap-
plicable. Thus, the implicit method (4.2) is applicable for more general class
than the one considered in [6, 3].

Theorem 4.2. Let f : M → M be a weakly contraction mapping with the compar-
ison function ψ, and A : M ⇒ TM be a set-valued monotone vector field such that
A−1(0) 6= ∅. Then the following assertions hold:

(a) The path (yλ)λ>0 generated by (4.1) converges to a solution of HVIP (3.2) as
λ→∞.

(b) The path (xt)t∈[0,1] generated by (4.2) converges to a solution of HVIP (3.2)
as t→ 0.

Proof. (a) Since A−1(0) 6= ∅, we can assume that y ∈ A−1(0) such that yλ 6= y,
otherwise yλ will converge to y. Then for λ > 0, we have

d(yλ, y) = d
(
JAλ (f(yλ)), JAλ (y)

)
≤ d(f(yλ), y)

≤ d(f(yλ), f(y)) + d(f(y), y)

≤ d(yλ, y)− ψ(d(yλ, y)) + d(f(y), y),

that is,

ψ(d(yλ, y)) ≤ d(f(y), y). (4.3)

Now we prove that (d(yλ, y))λ>0 is bounded. Suppose contrary that (d(yλ, y))λ>0

is not bounded. Then there exists a sequence (λk)k∈N in (0,+∞) with λk → ∞ as
k →∞ such that

d(yλk , y) > k, ∀k ∈ N.

Since ψ is a comparison function, so it is nondecreasing and lim
t→∞

ψ(t) = +∞; from

the above inequality and (4.3), we have

ψ(k) < ψ(d(yλk , y)) ≤ d(f(y), y), ∀k ∈ N,

that is,

lim
k→∞

ψ(k) < d(f(y), y),

a contradiction. Hence, (d(yλ, y))λ>0 is bounded.
For r > 0, let Ar be the complimentary vector field of A. Then, by Yosida approxi-
mation and Lemma 3.10, we have

d
(
yλ, J

A
r (yλ)

)
=
∥∥exp−1

yλ
JAr (yλ)

∥∥ = r‖Ar(yλ)‖ ≤ r|||A(yλ)||| = r
∥∥A(JAλ (f(yλ)))

∥∥ .
By Lemma 3.10, Aλ(x) ∈ Px,Jλ(x)A(Jλ(x)) for all λ > 0, and therefore,

‖Aλ(f(yλ))‖ = ‖A(JAλ (f(yλ)))‖.
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Then the above inequality becomes

d
(
yλ, J

A
r (yλ)

)
≤ r ‖Aλ(f(yλ))‖ =

r

λ

∥∥∥exp−1
f(yλ) J

A
λ (f(yλ))

∥∥∥
=
r

λ

∥∥∥exp−1
f(yλ) yλ

∥∥∥ ≤ r

λ
K1, (4.4)

for some K1 > 0. Since (d(yλ, y))λ>0 is bounded for every y ∈ A−1(0), and so is
(yλ)λ>0. Therefore, we may assume that the sequence {λn}n∈N in (0,+∞) such that
lim
n→∞

λn = +∞ and the subsequence (yλn) of (yλ)λ>0 converges to ȳ. For r > 0, from

(4.4), we have

d
(
yλn , J

A
r (yλn)

)
≤ r

λn
K1.

By taking limit as n→∞, we get

d
(
ȳ, JAr (ȳ)

)
= 0, ∀r > 0.

This implies that ȳ ∈ Fix(JAr ). By Remark 3.5, we have ȳ ∈ A−1(0).
Since yλ = JAλ f(yλ), it follows that

exp−1
yλ
f(yλ) ∈ A(yλ).

By monotonicity of A and for any y ∈ A−1(0), we have〈
exp−1

yλ
f(yλ), exp−1

yλ
y
〉
≤ 0,

and so, 〈
exp−1

yλn
f(yλn), exp−1

yλn
y
〉
≤ 0, ∀y ∈ A−1(0). (4.5)

Since yλn → ȳ as λn →∞ as n→∞, it follows that〈
exp−1

ȳ f(ȳ), exp−1
ȳ y

〉
≤ 0, ∀y ∈ A−1(0). (4.6)

In order to show that the path (yλ)λ>0 converges to an element of A−1(0), we assume
that (λn′) is another sequence in (0,+∞) such that yλn′ → ỹ as λn′ →∞. By (4.4),

we obtain ỹ ∈ Fix(JAλ ) for all λ > 0. From (4.6), we have〈
exp−1

ỹ f(ỹ), exp−1
ỹ y

〉
≤ 0, ∀y ∈ A−1(0).

In particular, for ȳ ∈ A−1(0), we have〈
exp−1

ỹ f(ỹ), exp−1
ỹ ȳ

〉
≤ 0. (4.7)

Since f is weakly contraction, so is nonexpansive, and therefore the complementary
vector field − exp−1

· f of f is monotone. Thus, we have〈
− exp−1

ỹ f(ỹ), exp−1
ỹ ȳ

〉
+
〈
− exp−1

ȳ f(ȳ), exp−1
ȳ ỹ

〉
≤ 0.

By combining above inequality with the inequality (4.7), we obtain

〈exp−1
ȳ f(ȳ), exp−1

ȳ ỹ〉 ≥ 0.

Since the inequality (4.6) holds for all y ∈ A−1(0), so it holds for a particular
ỹ ∈ A−1(0), that is, 〈

exp−1
ȳ f(ȳ), exp−1

ȳ ỹ
〉
≤ 0.
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By combining above two inequalities, we obtain〈
exp−1

ȳ f(ȳ), exp−1
ȳ ỹ

〉
= 0. (4.8)

Now, we have two cases.

Case 1. If exp−1
ȳ f(ȳ) 6= 0, then from (4.8), we have exp−1

ȳ ỹ = 0. This implies

that d(ȳ, ỹ) = ‖ exp−1
ȳ ỹ‖ = 0, that is, ȳ = ỹ. Hence, (yλ)λ>0 converges to a unique

element of A−1(0).

Case 2. If exp−1
ȳ f(ȳ) = 0, then d(f(ȳ), ȳ) = 0, that is, ȳ = f(ȳ). Putting ȳ = f(ȳ)

in (4.7), we get 〈
exp−1

ỹ f(ỹ), exp−1
ỹ f(ȳ)

〉
≤ 0. (4.9)

Consider a geodesic triangle ∆(f(ỹ), ỹ, f(ȳ)). Then by inequality (2.1), we have

d2(f(ỹ), ỹ) + d2(ỹ, f(ȳ))− 2
〈

exp−1
ỹ f(ỹ), exp−1

ỹ f(ȳ)
〉
≤ d2(f(ỹ), f(ȳ)). (4.10)

By combining (4.9) and (4.10), we get

d2(f(ỹ), ỹ) + d2(ỹ, f(ȳ)) ≤ d2(f(ỹ), f(ȳ)), (4.11)

that is,

d(ỹ, f(ȳ)) ≤ d(f(ỹ), f(ȳ)).

Since f is weakly contraction, we have

d(ỹ, f(ȳ)) ≤ d(f(ỹ), f(ȳ)) ≤ d(ỹ, ȳ)− ψ(d(ỹ, ȳ)) ≤ d(ỹ, ȳ).

This implies that d(ỹ, f(ȳ)) ≤ d(ỹ, ȳ). Since A−1(0) is nonempty closed and geo-
desic convex, by the definition of metric projection, we get f(ȳ) = PA−1(0)ỹ, and so,

ȳ = PA−1(0)ỹ. Since ȳ, ỹ ∈ A−1(0), we have ỹ = ȳ. Hence, (yλ)λ>0 converges to a

unique element of A−1(0).

(b) Let x ∈ A−1(0), λ > 0 and t ∈ [0, 1], we have

d(xt, x) = d
(
JAλ (expxt t exp−1

xt f(xt)), J
A
λ (x)

)
≤ d

(
expxt t exp−1

xt f(xt), x
)

≤ (1− t)d(xt, x) + td(f(xt), x)

≤ (1− t)d(xt, x) + t(d(f(xt), f(x)) + d(f(x), x)),

that is,

d(xt, x) ≤ d(xt, x)−ψ(d(xt, x)) + d(f(x), x)

ψ(d(xt, x)) ≤ d(f(x), x).

As in (a), (d(xt, x))t∈[0,1] is bounded, and so is (xt)t∈[0,1]. Let zt = expxt t exp−1
xt f(xt).

For λ > 0, we have

d
(
xt, J

A
λ (xt)

)
= d

(
JAλ (zt), J

A
λ (xt)

)
≤ d(zt, xt) (4.12)

≤ ((1− t)d(xt, xt) + td(f(xt), xt)) = td(f(xt), xt).
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Since (xt)t∈[0,1] is bounded, we may assume that the sequence {tn}n∈N ⊆ [0, 1] be
such that lim

n→∞
tn = 0 and the subsequence (xtn) of (xt)t∈[0,1] converges to x̄. For

λ > 0, from the above inequality, we have

d
(
xtn , J

A
λ (xtn)

)
≤ tnd(f(xtn), xtn). (4.13)

By taking limit as n→∞, we get

d
(
x̄, JAλ (x̄)

)
= 0.

This implies that x̄ ∈ A−1(0). Since xt = JAλ (expxt t exp−1
xt f(xt)), we get

1

λ
expxt t exp−1

xt f(xt) ∈ A(xt),

that is,
t

λ
exp−1

xt f(xt) ∈ A(xt).

By monotonicity of A and for any x ∈ A−1(0), we have〈
exp−1

xt f(xt), exp−1
xt x

〉
≤ 0, ∀x ∈ A−1(0),

and so, 〈
exp−1

xtn
f(xtn), exp−1

xtn
x
〉
≤ 0, ∀x ∈ A−1(0). (4.14)

Note that xtn → x̄ as tn → 0 and every weakly contraction mapping is continuous,
we have 〈

exp−1
x̄ f(x̄), exp−1

x̄ x
〉
≤ 0, ∀x ∈ A−1(0). (4.15)

In order to show that the path (xt)t∈[0,1] converges to an element of A−1(0), we
assume that (tn′) is another sequence in [0, 1] such that xtn′ → x̃ as tn′ → 0. By

(4.13), we obtain x̃ ∈ Fix(JAλ ) for all λ > 0. From (4.15), we have〈
exp−1

x̃ f(x̃), exp−1
x̃ x

〉
≤ 0, ∀x ∈ A−1(0).

In particular, for x̄ ∈ A−1(0), we get〈
exp−1

x̃ f(x̃), exp−1
x̃ x̄

〉
≤ 0. (4.16)

By the same argument as in part (a), we can show that (xt)t∈[0,1] converges to a

unique point of A−1(0). �

By considering A = B + NC in Theorems 4.2, we have the following result for the
problem (3.6).

Corollary 4.3. Let f : M→M be a weakly contraction mapping with the comparison
function ψ, and B : M → TM be a single-valued monotone vector field such that the
solution set of BVIP (3.6) is nonempty. Then, the following assertions hold:

(a) The path (yλ)λ>0 generated by

yλ := RBλ (f(yλ)), ∀λ > 0, (4.17)

converges to a solution of BVIP (3.6) as λ→∞.
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(b) The path (xt)t∈[0,1] generated by

xt := RBλ (expxt t exp−1
xt f(xt)), ∀λ > 0 and ∀t ∈ [0, 1], (4.18)

converges to a solution of BVIP (3.6) as t→ 0.

By taking JAλ = Proxλ,F and − exp−1
· f = ∇G in Theorems 4.2, we obtain the

following result for the problem (3.10).

Corollary 4.4. Let F : M→ R∪ {+∞} be a proper, lower semicontinuous, geodesic
convex function and G : M → R be a geodesic convex differentiable function and the
solution set of BMP (3.10) is nonempty. Then, the following assertions hold:

(a) The path (yλ)λ>0 generated by

yλ := Proxλ,F (expyλ(−∇G(yλ))), ∀λ > 0, (4.19)

converges to a solution of BMP (3.10) as λ→∞.
(b) The path (xt)t∈[0,1] generated by

xt := Proxλ,F (expxt(−t∇G(xt))), ∀λ > 0 and ∀t ∈ [0, 1], (4.20)

converges to a solution of BMP (3.10) as t→ 0.

5. Explicit Methods

Algorithm 5.1. Choose an arbitrary element x1 ∈M and define a sequence {xn}n∈N
by

xn+1 := JAλn
(

expxn αn exp−1
xn f(xn)

)
, ∀n ∈ N, (5.1)

where {αn}n∈N ⊂ [0, 1] and 0 < λ ≤ λn < +∞ are the sequences of nonnegative real
numbers such that the following conditions hold:

(i) lim
n→∞

αn = 0;

(ii)
∞∑
n=1

αn = +∞;

(iii) lim
n→∞

1
αn
|αn − αn−1| = 0;

(iv) lim
n→∞

1
αn
|λn − λn−1| = 0.

When M = H is a Banach space, Algorithm 5.1 is discussed in [27].

Theorem 5.2. Let f : M→M be a weakly contraction mapping with the comparison
function ψ and A : M⇒ TM be a set-valued monotone vector field such that A−1(0) 6=
∅. Then, the sequence {xn}n∈N defined by Algorithm 5.1 converges to a solution of
HVIP (3.2).

Proof. Let zn = expxn αn exp−1
xn f(xn), and γn : [0, 1]→M be the geodesic such that

γn(0) = xn and γn(1) = f(xn) for each n ∈ N. Clearly, zn = γn(αn). Let x̄ ∈ A−1(0),
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that is, x̄ = JAλn(x̄). Then by Proposition 2.3, we have

d(zn, x̄) = d(γn(αn), x̄)

≤ (1− αn)d(γn(0), x̄) + αnd(γn(1), x̄)

= (1− αn)d(xn, x̄) + αnd(f(xn), x̄)

≤ (1− αn)d(xn, x̄) + αnd(f(xn), f(x̄)) + αnd(f(x̄), x̄)

≤ (1− αn)d(xn, x̄) + αnd(xn, x̄)− αnψ(d(xn, x̄)) + αnd(f(x̄), x̄)

= d(xn, x̄)− αnψ(d(xn, x̄)) + αnd(f(x̄), x̄). (5.2)

From (5.1), we obtain

d(xn+1, x̄) = d(JAλn(zn), JAλn(x̄)) ≤ d(zn, x̄)

≤ d(xn, x̄)− αnψ(d(xn, x̄)) + αnd(f(x̄), x̄). (5.3)

Set µ := inf{ψ(d(xn, x̄))/d(xn, x̄) : xn 6= x̄, n ∈ N} for all x̄ ∈ A−1(0). Then, from
the above inequality, we have

d(xn+1, x̄) ≤ (1− µαn)d(xn, x̄) + αnd(f(x̄), x̄)

≤ max

{
d(xn, x̄),

1

µ
d(f(x̄), x̄)

}
...

≤ max

{
d(x1, x̄),

1

µ
d(f(x̄), x̄)

}
. (5.4)

Therefore, {xn}n∈N is bounded. Hence, we may assume a constant K > 0 such that
d(xn, x̄) ≤ K. Since αn → 0 as n→∞, {αn}n∈N is bounded. Therefore, there exists
a constant η > 0 such that αn ≤ η for all n ∈ N. Thus, from (5.2), we have

d(zn, x̄) ≤ d(xn, x̄)− αnψ(d(xn, x̄)) + αnd(f(x̄), x̄)

≤ d(xn, x̄) + αnd(f(x̄), x̄)

≤ K + ηd(f(x̄), x̄),

and therefore, {zn}n∈N is bounded. Since f is weakly contraction, we have

d(f(xn), x̄) ≤ d(f(xn), f(x̄)) + d(f(x̄), x̄)

≤ d(xn, x̄)− ψ(d(xn, x̄)) + d(f(x̄), x̄)

< d(xn, x̄) + d(f(x̄), x̄)

≤ K + d(f(x̄), x̄),

which implies that {f(xn)}n∈N is bounded.
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From the convexity of Riemannian distance, we obtain

d(zn, zn−1) = d(γn(αn), γn−1(αn−1))

≤ d(γn(αn), γn−1(αn)) + d(γn−1(αn), γn−1(αn−1))

≤ (1− αn)d(γn(0), γn−1(0)) + αnd(γn(1), γn−1(1))

+ |αn − αn−1|d(xn−1, f(xn−1))

= (1− αn)d(xn, xn−1) + αnd(f(xn), f(xn−1))

+ |αn − αn−1|d(xn−1, f(xn−1))

≤ (1− αn)d(xn, xn−1) + αnd(xn, xn−1)− αnψ(d(xn, xn−1))

+ |αn − αn−1|d(xn−1, f(xn−1))

≤ d(xn, xn−1)− αnψ(d(xn, xn−1)) + |αn − αn−1|K2, (5.5)

where K2 = sup
n∈N
{d(xn−1, f(xn−1))} is a constant. By Lemma 3.9, we have

d(xn+1, xn) = d(JAλn(zn), JAλn−1
(zn−1))

≤ d(JAλn(zn), JAλn(zn−1)) + d(JAλn(zn−1), JAλn−1
(zn−1))

≤ d(zn, zn−1) +
|λn − λn−1|

λn−1
d(zn−1, J

A
λn−1

(zn−1))

≤ d(xn, xn−1)− αnψ(d(xn, xn−1)) + |αn − αn−1|K2 +
|λn − λn−1|

λ
K3,

where K3 = sup
n∈N

{
d(zn−1, J

A
λn−1

(zn−1))
}

is a constant. From (ii), (iii) and Lemma

2.14, we conclude that

lim
n→∞

d(xn+1, xn) = 0. (5.6)

Now, we prove that

lim sup
n→∞

〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
≤ 0

where x̄ = PA−1(0)f(x̄). Since the sequences {xn}n∈N and {f(xn)}n∈N are bounded,

so is
{〈

exp−1
x̄ f(x̄), exp−1

x̄ xn
〉}
n∈N. Hence, its upper limit exists. We may assume a

subsequence {xnj}j∈N of {xn}n∈N such that

lim sup
n→∞

〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
= lim
j→∞

〈
exp−1

x̄ f(x̄), exp−1
x̄ xnj

〉
,

and xnj → z̃. By the convexity of Riemanninan distance, we have

d(zn, xn) ≤ d(expxn αn exp−1
xn f(xn), xn)

≤ (1− αn)d(xn, xn) + αnd(f(xn), xn)

= αnd(f(xn), xn).

Since {f(xn)}n∈N is bounded, and so is {d(f(xn), xn)}n∈N. Since αn → 0, taking
limit as n→∞, we obtain

lim
n→∞

d(zn, xn) = 0.
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On the other hand, we have

d
(
JAλnxn, xn

)
≤ d

(
JAλnxn, J

A
λnzn

)
+ d

(
JAλnzn, xn

)
≤ d(zn, xn) + d(xn+1, xn),

and therefore, lim
n→∞

d
(
JAλnxn, xn

)
= 0. For any µ > 0, let Aµ be the complimentary

vector field of A. Then, by Yosida approximation and Lemma 3.10, we have

d
(
JAλn(xn), JAµ (JAλn(xn))

)
=
∥∥∥ exp−1

JAλn (xn)
JAµ (JAλn(xn))

∥∥∥
= µ‖Aµ(JAλn(xn))‖ ≤ µ|||A(JAλn(xn))|||.

By Lemma 3.10, Aλ(x) ∈ Px,Jλ(x)A(Jλ(x)) for all λ > 0, and therefore,

‖Aλn(JAλn(xn))‖ = ‖A(JAλn(xn))‖.

Then the above inequality becomes

d
(
JAλn(xn), JAµ (JAλn(xn))

)
≤ µ

∥∥Aλn(JAλn(xn))
∥∥ =

µ

λn

∥∥exp−1
xn J

A
λn(xn)

∥∥
≤ µ

λ
d
(
xn, J

A
λn(xn)

)
→ 0 as n→∞, (5.7)

and so,

d
(
xn, J

A
µ xn

)
≤ d

(
xn, J

A
λn(xn)

)
+ d

(
JAλn(xn), JAµ (JAλn(xn))

)
+ d

(
JAµ (JAλn(xn)), JAµ (xn)

)
≤ 2d

(
xn, J

A
λn(xn)

)
+ d

(
JAλn(xn), JAµ (JAλn(xn))

)
.

It follows that lim
n→∞

d
(
xn, J

A
µ xn

)
= 0. This implies that x̄ ∈ A−1(0). Since〈

exp−1
x̄ f(x̄), exp−1

x̄ y
〉
≤ 0

for any y ∈ A−1(0), we obtain

lim sup
n→∞

〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
= lim
j→∞

〈
exp−1

x̄ f(x̄), exp−1
x̄ xnj

〉
=
〈
exp−1

x̄ f(x̄), exp−1
x̄ z̃

〉
≤ 0.

It follows that there exists a sequence {cn}n∈N in (0,+∞) with lim
n→∞

cn = 0 such that〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
≤ cn, ∀n ∈ N.

We next prove that lim
n→∞

d(xn, x̄) = 0. Fix n ≥ 0 and set sn = f(xn). Consider the ge-

odesic triangles ∆(sn, xn, x̄), ∆(f(x̄), xn, x̄) and ∆(f(x̄), xn, sn). Then by Lemma 2.5,
there exist comparison triangles ∆(s′n, x

′
n, x̄
′), ∆(f(x̄)′, x′n, x̄

′) and ∆(f(x̄)′, x′n, s
′
n)s

uch that

d(sn, xn) = ‖s′n − x′n‖, d(xn, x̄) = ‖x′n − x̄′‖ and d(sn, x̄) = ‖s′n − x̄′‖,

d(f(x̄), x̄) = ‖f(x̄)′ − x̄′‖, d(xn, x̄) = ‖x′n − x̄′‖ and d(sn, f(x̄)) = ‖s′n − f(x̄)′‖.
Let α and α′ denote the angles at x̄ and x̄′ in the triangles ∆(f(x̄), xn, x̄) and
∆(f(x̄)′, x′n, x̄

′), respectively. Therefore, α ≤ α′ by Lemma 2.6 (a), and so,
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cosα′ ≤ cosα. Let z′n := αns
′
n + (1−αn)x′n be the comparison point of zn. Then, by

Lemma 2.6 (b), we have

d2(xn+1, x̄) = d2(JAλnzn, J
A
λn x̄)

≤ d2(zn, x̄) ≤ ‖z′n − x̄′‖2

= ‖αns′n + (1− αn)x′n − x̄′‖2

= ‖αn(s′n − x̄′) + (1− αn)(x′n − x̄′)‖2

= α2
n‖s′n − x̄′‖2 + (1− αn)2‖x′n − x̄′‖2 + 2αn(1− αn) 〈s′n − x̄′, x′n − x̄′〉

= α2
n‖s′n − x̄′‖2 + (1− αn)2‖x′n − x̄′‖2 + 2αn(1− αn)

(
〈s′n − f(x̄)′, x′n − x̄′〉

+
〈
f(x̄)′ − x̄′, x′n − x̄′

〉)
≤ α2

n‖s′n − x̄′‖2 + (1− αn)2‖x′n − x̄′‖2 + 2αn(1− αn)
(
‖s′n − f(x̄)′‖‖x′n − x̄′‖

+ ‖f(x̄)′ − x̄′‖‖x′n − x̄′‖ cosα′
)

≤ α2
nd

2(f(xn), x̄) + (1− αn)2d2(xn, x̄) + 2αn(1− αn)
(
d(f(xn), f(x̄))d(xn, x̄)

+ d(f(x̄), x̄)d(xn, x̄) cosα
)

≤ α2
nd

2(f(xn), x̄) + (1− αn)2d2(xn, x̄) + 2αn(1− αn)
(
d(xn, x̄)

− ψ(d(xn, x̄))d(xn, x̄) + 2αn(1− αn)d(f(x̄), x̄)d(xn, x̄) cosα,

that is,

d2(xn+1, x̄) ≤ α2
nd

2(f(xn), x̄) + (1− α2
n)d2(xn, x̄)− 2αn(1− αn)ψ(d(xn, x̄))d(xn, x̄)

+ 2αnd(f(x̄), x̄)d(xn, x̄) cosα

= (1− α2
n)d2(xn, x̄) + α2

nd
2(f(xn), x̄)− 2αn(1− αn)ψ(d(xn, x̄))d(xn, x̄)

+ 2αn
〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
≤ d2(xn, x̄) + α2

nd
2(f(xn), x̄)− 2αn(1− αn)ψ(d(xn, x̄))d(xn, x̄)

+ 2αn
〈
exp−1

x̄ f(x̄), exp−1
x̄ xn

〉
.

Since {d(f(xn), x̄)}n∈N is bounded, we may assume that d(f(xn), x̄) ≤ K4 for some
K4 > 0. Let un = d2(xn, x̄) for any n ∈ N. Then, we have

un+1 ≤ un − αnϕ(un) + βn, ∀n ∈ N,
where βn = α2

nK
2
4 + 2αncn + 2α2

nψ(
√
un)
√
un and ϕ(t) = 2

√
tψ(
√
t).

Since un = d2(xn, x̄) ≤ K2 and ψ is nondecreasing, we have ψ(
√
un) ≤ ψ(K). Then

βn ≤ α2
nK

2
4 + 2αncn + 2α2

nψ(K) K. By condition (i), it follows lim
n→∞

βn
αn

= 0. This

together with (ii) and Lemma 2.14, we have {xn}n∈N converges to x̄. �

By considering A = B +NC in Theorems 5.2, we have the following result for BVIP
(3.6).

Corollary 5.3. Let f : M→M be a weakly contraction mapping with the comparison
function ψ and B : M → TM be a single-valued monotone vector field such that the
solution set of BVIP (3.6) is nonempty.
Let {αn}n∈N ⊂ [0, 1] and 0 < λ ≤ λn < +∞ be sequences of nonnegative real numbers
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satisfying the same conditions as in Algorithm 5.1. Then, the sequence {xn}n∈N
defined by

xn+1 := RBλn
(

expxn αn exp−1
xn f(xn)

)
, ∀n ∈ N, (5.8)

converges to a solution of BVIP (3.6).

By taking JAλ = Proxλ,F and − exp−1
· f = ∇G in Theorems 5.2, we obtain the

following result for BMP (3.10).

Corollary 5.4. Let F : M→ R∪ {+∞} be a proper, lower semicontinuous, geodesic
convex function and G : M→ R be a geodesic convex differentiable function such that
the solution set of BMP (3.10) is nonempty. Let {αn}n∈N ⊂ [0, 1] and 0 < λ ≤ λn <
+∞ be sequences of nonnegative real numbers satisfying the same conditions as in
Algorithm 5.1. Then, the sequence {xn}n∈N defined by

xn+1 := Proxλn,F
(

expxn(−αn∇G(xn))
)
, ∀n ∈ N, (5.9)

converges to a solution of BMP (3.10).

We now present the following inexact version of Algorithm 5.1.

Algorithm 5.5. Choose w1 ∈M and generate a sequence {wn+1}n∈N as

un := expwn αn exp−1
wn f(wn),

wn+1 := JAλn(ūn), ∀n ∈ N,
(5.10)

where exp−1
un ūn = en is a sequence of errors such that

lim
n→∞

‖en‖
αn

= 0, (5.11)

and {αn}n∈N is the same as in Algorithm 5.1.

Clearly, ‖en‖ = d(un, ūn) for all n ∈ N. If M = H is a Banach space, then
Algorithm 5.5 reduces to the algorithm studied in [27] where f is considered to be a
contraction mapping. Moreover, if f(x) = u is a fixed point in M for all x ∈M, then
Algorithm 5.5 reduces to the algorithm studied in [5].

We now establish the following convergence result for the sequence generated by
Algorithm 5.5 to a solution of HVIP (3.2).

Theorem 5.6. Let f : M→M be a weakly contraction mapping with the comparison
function ψ and A : M⇒ TM be a set-valued monotone vector field such that A−1(0) 6=
∅. Let {αn}n∈N ⊂ [0, 1] and 0 < λ ≤ λn < +∞ be sequences of real numbers satisfying
the conditions (i) - (iv) of Algorithm 5.1, and let {en}n∈N be a sequence of errors
satisfying the condition (5.11). Then, the sequence {wn}n∈N defined by Algorithm 5.5
converges to a solution of HVIP (3.2).

Proof. For w1 = x1 ∈ M, let {xn}n∈N be a sequence in M generated by (5.1). Then
from Theorem 5.2, {xn}n∈N converges to a solution, say x̄, of HVIP (3.2), that is,
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x̄ = PA−1(0)f(x̄). It follows from (5.1) and Algorithm 5.5 that

d(xn+1, wn+1) = d
(
JAλn
(

expxn αn exp−1
xn f(xn)

)
, JAλn(ūn)

)
≤ d(expxn αn exp−1

xn f(xn), ūn)

≤ d(expxn αn exp−1
xn f(xn), un) + d(un, ūn)

= d(expxn αn exp−1
xn f(xn), expwn αn exp−1

wn f(wn)) + ‖en‖
≤ (1− αn)d(xn, wn) + αnd(f(xn), f(wn)) + ‖en‖
≤ (1− αn)d(xn, wn) + αn (d(xn, wn)− ψ(d(xn, wn))) + ‖en‖
= d(xn, wn)− αnψ(d(xn, wn)) + ‖en‖.

By Lemma 2.14, we obtain lim
n→∞

d(xn, wn) = 0. Therefore, {wn}n∈N converges to a

solution of HVIP (3.2). �

6. Computational Numerical Experiments

We illustrate the implicit methods (4.1) and (4.2) and the convergence Theorem
4.2 by the following example.

Example 6.1. Let M := R++ = {x ∈ R : x > 0} be a Hadamard manifold with
Riemannian metric is defined by

〈u, v〉 = h(x)uv, ∀u, v ∈ TxM,

where h : M → (0,+∞) is given by h(x) = 1/x4. It is easy to see that the tangent
plane TxM at x ∈ M is equal to R and TM = R. The geodesic γ : [0, 1]→ M joining
x = γ(0) and y = γ(1) in M is defined as

γ(t) = expx t exp−1
x y =

xy

tx+ (1− t)y
, ∀t ∈ [0, 1]. (6.1)

The inverse exponential map is given by exp−1
x y = γ̇(0) = x

y (y − x) for all x, y ∈ M.

The Riemannian distance is given by

d(x, y) =

∣∣∣∣ 1x − 1

y

∣∣∣∣ , ∀x, y ∈M.

For further details, see [24]. We consider a set-valued vector field A : M ⇒ TM
defined by

A(x) :=


x(x− 1), if 0 < x < 1,

R+, if x = 1,

∅, otherwise,

(6.2)

where R+ = {x ∈ R : x ≥ 0}. Note that A is a set-valued monotone vector field.
Clearly, A−1(0) = {1} 6= ∅ and the resolvent of A is given by

JAλ (x) =
x+ λx

1 + λx
, ∀x ∈M.
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Indeed, let JAλ (x) = z for any x ∈ M. Then by the definition of resolvent, we have
exp−1

z x ∈ λA(z), that is,

z

λx
(x− z) ∈


z(z − 1), if 0 < z < 1,

R+, if z = 1,

∅, otherwise.

This implies that

JAλ (x) =

{
x+λx
1+λx , if x 6= 1

1, if x = 1
that is JAλ (x) =

x+ λx

1 + λx
, ∀x > 0.

Now, we define a mapping f : M → M by f(x) = 1 + x for all x ∈ M. Then f is a

weakly contraction mapping with the comparison function ψ given by ψ(t) = t2

1+t for
all t ≥ 0.
Indeed, for any x, y > 0, we have∣∣∣∣ 1

1 + x
− 1

1 + y

∣∣∣∣ =

∣∣∣∣∣ 1
x

1 + 1
x

−
1
y

1 + 1
y

∣∣∣∣∣ =

∣∣∣ 1x − 1
y

∣∣∣(
1 + 1

x

)(
1 + 1

y

) .
Since |a− b| < a+ b for all a, b > 0, we have |a− b| < a+ b+ ab, and so,

1 + |a− b| < 1 + a+ b+ ab = (1 + a)(1 + b)

for all a, b > 0. Therefore,∣∣∣∣ 1

1 + x
− 1

1 + y

∣∣∣∣ =

∣∣∣ 1x − 1
y

∣∣∣(
1 + 1

x

)(
1 + 1

y

) <
∣∣∣ 1x − 1

y

∣∣∣
1 +

∣∣∣ 1x − 1
y

∣∣∣ ,
and so,

d(f(x), f(y)) <
d(x, y)

1 + d(x, y)
= d(x, y)− d2(x, y)

1 + d(x, y)

= d(x, y)− ψ(d(x, y)), ∀x, y ∈M,

where ψ(t) = t2

1+t for all t ≥ 0. Note that f is not a contraction map.

Let x̄ = 1 ∈ A−1(0). Then f(x̄) = 2, exp−1
x̄ f(x̄) = 1

2 , exp−1
x̄ y = 1

y (y − 1) for any

y ∈ A−1(0) and h(x̄) = 1. With these settings, we have〈
exp−1

x̄ f(x̄), exp−1
x̄ y

〉
=

1

2
· 1

y
(y − 1) = 0, ∀y ∈ A−1(0),

i.e., S = {1}. Under the above settings, for λ > 0 , (4.1) becomes

yλ = JAλ (f(yλ)) =
(1 + λ)(1 + yλ)

1 + λ(1 + yλ)
⇒ yλ =

√
1 + λ

λ
.

Taking limit as λ→∞, we obtain lim
λ→∞

yλ = 1 a solution of the problem (3.2).
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Moreover, for t ∈ [0, 1] and λ > 0, (4.2) can be written as

xt = JAλ (expxt t exp−1
xt f(xt)) =

xt(1 + xt)(1 + λ)

1− t+ xt + λxt(1 + xt)
⇒ xt =

√
t+ λ

λ
.

By taking limit as t→ 0, we have that lim
t→0

xt = 1 a solution of the problem (3.2).

In the following example, we show that the explicit Algorithm 5.1 converges to a
solution of the problem (3.2).

Example 6.2. Under the setting of Example 6.1, Algorithm 5.1 reduces to

xn+1 = JAλn(expxn αn exp−1
xn f(xn)) =

xn(1 + xn)(1 + λn)

1− αn + xn + λnxn(1 + xn)
, ∀n ∈ N.

We choose different initial points x1 = 0.01, x1 = 0.5 and x1 = 2 and different
parameters λn = n

β(n+β) and αn = 1
n+β for all n ∈ N, where β = 1, 2, . . ., which

satisfy assumptions (I) - (IV) of Algorithm 5.1. Then the convergence of the sequence
generated by Algorithm 5.1 converges to 1 a solution of the problem (3.2), is shown
in the following figures and table.

Error λn = n
n+1 and αn = 1

n+1 λn = n
2(n+2) and αn = 1

n+2

No. iter. x1 = 0.01 x1 = 0.5 x1 = 2 x1 = 0.01 x1 = 0.5 x1 = 2

1 0.04104 0.18293 0.24806 0.01125 0.04906 0.19393
2 0.08003 0.07640 0.13373 0.01708 0.06746 0.16770
3 0.01356 0.02090 0.07530 0.02549 0.08771 0.12489
8 · · · · · · 0.00979 · · · · · · · · ·
11 0.00407 · · · · · · · · · · · · · · ·
13 · · · · · · · · · · · · · · · 0.00869
14 · · · · · · · · · · · · 0.00871 · · ·
17 · · · · · · · · · · · · 0.00022 · · ·
19 · · · · · · · · · 0.00538 · · · · · ·
22 · · · · · · · · · 0.00017 · · · · · ·
23 0.00097 · · · 0.00097 · · · · · · · · ·
24 · · · 0.00097 · · · · · · · · · · · ·
33 · · · · · · · · · · · · · · · 0.00099

Table 1. Computative error of Algorithm 5.1 by Example 6.2 for the choices of
different parameters λn = n

β(n+β) and αn = 1
n+β for β = 1, 2, different initial points

x1 = 0.01, x1 = 0.5 and x1 = 2 and the tolerance of error = |xn+1 − xn| < 10−4.
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Figure 1. Numerical convergence of Algorithm 5.1 by computa-
tional method in Example 6.2 for the choices of different parameters
λn = n

β(n+β) and αn = 1
n+β for β = 1, 2 and different initial points

x1 = 0.01, x1 = 0.5 and x1 = 2.
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