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1. INTRODUCTION

In this paper we are interested in solving the Variational Inequality Problem (VIP)
defined in a closed convex set on the Euclidean space. Observe that the (VIP) covers,
as particular cases, minimization problems, urban traffic problems, complementar-
ity problems, economic problems, nonlinear equations, among others. We cite, for
example, Harker and Pang [14] and Vol I of Facchinei and Pang [11].

There are several algorithms for solving the (VIP), for example, algorithms based
on merit functions, interior point methods, projective methods, proximal point meth-
ods, splitting methods, see for example, Vol II of Facchinei and Pang [11].

In this paper we are interested in the Proximal Point Method, (PPM) for now on,
for the following reasons:

e The convergence of the sequence generated by the (PPM) has become the
theoretical basis to justify the convergence of multiplier methods to solve op-
timization problems, in particular, it was proved that behind each multiplier
method there is a proximal method that generates it, see Rockafellar [27].

e It has been proved that a large class of decomposition methods of convex
problems are particular cases of the (PPM) to find a zero of a maximal mono-
tone mapping, specifically the Douglas-Rachford method studied by Lions and
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Mercier (which covers a large class of optimization methods) is a particular
version of the (PPM), see Eckstein and Bertsekas, [10].

e Several variants of the (PPM) are useful for solving optimization problems,
see for example Liu et al. [22], Han [13] and Cai [6] and references therein.

It is well known that, to solve the (VIP) with monotone or pseudomonotone map-
pings, the (PPM) method and its variants converge to a solution of the problem, see
Theorem 12.3.7 of Facchinei and Pang [11] or Langenberg [19]. Furthermore, it was
established by some authors, for example Solodov [33] and Tseng [37], that the rate
of convergence of the (PPM) to solve the (VIP) is generally linear or sublinear. Some
recent works related with proximal point methods, Bregman distances and variational
inequality problems are the following [4, 7, 12, 15, 31, 38].

Some researches studied the convergence of the (PPM) when the mapping involved
in the (VIP) is quasimonotone: Brito et al. [5], using a class of second order homo-
geneous distances which includes the logarithmic quadratic distance, proved a weak
convergence property (if the intersection of the set of cluster points and a certain
solution set is nonempty then the sequence converges) of an exact (PPM). Langen-
berg [20], under some appropriate assumptions, proved the convergence of an inexact
(PPM) using a class of Bregman distances. Papa Quiroz et al. [24] proved the conver-
gence of an inexact (PPM) using proximal distances which includes a class of Bregman
distances, p—divergence distances and the well known logarithmic quadratic distance.

We should observe that none of the above papers have obtained the linear or
superlinear rate of convergence of their algorithms. It is the main motivation of the
present work. Motivated from the previous works, [25], [23] and [24], we introduce an
inexact proximal point algorithm using proximal distances to solve the (VIP) where
the involved mapping is Pseudomonotone or Quasimonotone. We prove, under some
natural assumptions, that the sequence generated by the algorithm converges to a
solution point of the (VIP) and the rate of convergence is linear or superlinear. These
results are very important to establish efficient proximal point methods to solve this
class of problems.

This paper is organized as follows: Section 2, gives some basic results used through-
out the paper, define proximal distances, rate of convergence based on induced prox-
imal distance and give some definitions on point-to-set mappings. In Section 3, we
present the (VIP) and we introduce an inexact proximal point algorithm using proxi-
mal distances called IPP algorithm. In Section 4, we analyze the convergence of the
sequence generated by the IPP algorithm for the pseudomonotone and quasimono-
tone cases. In Section 5, we analyze the rate of convergence of the IPP algorithm
obtaining superlinear and linear convergence properties. In Section 6, we present our
conclusions, discussions and future researches.

2. PRELIMINARIES

In this paper R" is the Euclidean space endowed with the canonical inner product
(,) and the norm of x given by ||z|| := (az,x>1/2. Let B € R™*"™ be a symmetric and

positive definite matrix, we denote ||z|| 5z := (Bz, m)l/ ? We also denote the Euclidean
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ball centered at z with ratio € as B(z,¢) = {y € R" : |[y—z| < €}. The interior, closure
and boundary of a subset X C R™ is denoted by int(X), X and bd(X), respectively.

Lemma 2.1. [26, Lemma 2, pp. 44.] Let {vx}, {7} and {Bix} be nonnegative se-
quences of real numbers satisfying vi+1 < (1 + vx) vg + Br such that

oo o0
Zﬁk < 00, ZWC < 00.
k=1 k=1

Then, the sequence {vi} converges.

Definition 2.1. A function d : R” x R"” — R} U {+o0} is called a proximal distance
with respect to an open nonempty convex set C if for each y € C it satisfies the
following properties:
i. d(-,y) is proper, lower semicontinuous, strictly convex and continuously dif-
ferentiable on C;
ii. dom (d(-,y)) € C and dom(d1d(-,)) = C, where d1d(-,y) denotes the classi-
cal subgradient map of the function d(-,y) with respect to the first variable;
iii. d(-,y) is coercive on R™ (i.e., lim, |00 d(u,y) = +00);
iv. d(y,y) =0.
We denote by D(C) the family of functions satisfying the above definition.

Definition 2.2. Given d € D(C), a function H : R® x R" — R, U {+00} is called
the induced proximal distance to d if there exists v € (0,1] with H a finite-valued
function on C x C' and for each a,b € C we have:
(Ii) H(a,a) =0.

(Iii) (c—0b,V1d(b,a)) < H(c,a) — H(c,b) —vH(b,a), VceC.

Let us denoted by (d, H) € F(C) to the proximal distance that satisfies the condi-
tions of Definition 2.2.
We also denote (d, H) € F(C) if there exists H such that:

(Liii) H is finite valued on C x C satisfying (Ii) and (Iii), for each ¢ € C.

(Tiv) For each ¢ € C, H(c,-) has level bounded sets on C'.
Finally, denote (d, H) € F,(C) if

(Iv) (d,H) € F(C).
(Ivi) Yy € C y Y {y*} C C bounded with klirf H(y,y*) =0, then lim " =y.
— 400

k——+o0

(Ivii) Yy € C,V{y*} C C such that lim y* =y, then lim H(y,y*)=0.
k——+oco k—+oco

Remark 2.1. Examples of proximal distances which satisfy the above definitions
may be seen in Auslender and Teboulle [2], Section 3. The condition (Iii) is satisfied
by the class of Bregman distances, second order homogeneous distances and for some
p-divergences distances. However, it is well known that all p-divergences distance
satisfy the above inequalities when v = 0, see for example [36, Lemma 4.1 - (ii)] and
[24, Definition 2.5 - (Iii)].

Remark 2.2. In this paper conditions (Ivi) and (Ivii) will ensure the global conver-
gence of the sequence generated by the proposed algorithm. As we will see later in
some results the condition (Ivii) will be substituted by the following condition:



314 E.A. PAPA QUIROZ AND S. CRUZADO ACUNA

(Ivii)’ H(.,.) is continuous in C x C and if {y*¥} C C such that . lirf y* =y € bd(C)
—+oo

and 7 # ¥ is another point in bd(C) then limy_, 1 o H (7, y") = +oc.
According to Langenberg, [21, page 643] (which is based on the papers of Kaplan
and Tichatschke [16], [17]), the above condition for induced Bregman distances holds
when nonlinear constraints are active at y = lim_, o ¥* while condition (Ivii) holds
only when all the active constraints are affine.

Definition 2.3. Given a symmetric and positive definite matrix B € R"*™ and
d € D(C). We say that d is strongly convex in C with respect to the first variable
and with respect to the norm ||.||p, if for each y € C there exists & > 0 such that

(Vid(z1,y) — Vid(za,y),x1 — x2) > a||x — a:2||?3 ,Vx1, 29 € C.

In the following definition we introduce a concept about the rate of convergence of a
sequence related with proximal distance and induced distances.

Definition 2.4. Let (d, H) € F(C) and {z*} C R" be a sequence such that {z*}
converges to a point T € R™. Then, the convergence is said to be:
1. H—linear, if there exist a constant 0 < 6 < 1 and ng € N such that

H(z*7) <0H("1.7), VEk>ng; (2.1)

2. H—superlinear, if there exist a sequence {8} converging to zero and m € N
such that

H(2*, %) < BrH(z" 1, 7), Vk>7. (2.2)

Remark 2.3. In the particular case when the induced proximal distance H is given
by H(z,y) = 7|z —y||*, for some 7 > 0, we obtain the usual rate of convergence
definition.

Definition 2.5. Let T : R*"=R” be a point-to-set mapping. The domain and the
graph of T are defined, respectively, as D(T) = {x € R" : T((x) # ()} and

G(T)={(z,v) eR" xR": 2z € D(T),v e T(x)}.
Definition 2.6. A point-to-set mapping 7 : R*=R" is closed at Z if for any sequence

{#*} c R™ and any sequence {v*} C R" such that (z*,v*) € G(T) and (z*,v") —
(z,v), we have that v € T(Z).

Proposition 2.1. A point-to-set mapping T : R*=R" is locally bounded if, and only
if, T(B) is bounded for every bounded set B. This is equivalent to the property that
whenever v¥ € T(z*) and the sequence {x*} C R™ is bounded, then the sequence {v*}
is bounded.

Proof. See Proposition 5.15 of Rockafellar and Wets, [28]. O
Definition 2.7. A mapping T : R* = R" is:
i. Strongly monotone, if there exists a > 0 such that
<u—v7x—y> Za||x—y||27 (23)
for all (z,u), (y,v) € G(T).



LINEAR AND SUPERLINEAR CONVERGENCE OF AN ALGORITHM 315

ii. Monotone if
(w— v,z — ) >0, (2.4)
for all (z,u), (y,v) € G(T).
iii. Pseudomonotone if
<va_y>20:><u7x_y>207 (25)
for all (z,u), (y,v) € G(T).
iv. Quasimonotone if
v,z —y) >0= (u,z —y) >0, (2.6)
for all (z,u), (y,v) € G(T).
v. Weakly monotone if there exists p > 0 such that
(u—v,z—y) = —plz—yl*, (2.7)
for all (z,u), (y,v) € G(T).

3. INEXACT PROXIMAL METHOD
We are interested in solving the (VIP): find x* € C and y* € T(z*), such that
(y*,x —2*) > 0,Vx € C, (3.8)

where T : R"=R" is a point-to-set mapping (not necessarily monotone), C is a
nonempty open convex set, C' is the closure of C' in R® and D(T) N C # (. Now, we
propose an extension of the (PPM) with a proximal distance, called Inexact Proximal
Point (IPP) algorithm, to solve the problem (3.8).

(IPP) Algorithm

Initialization: Let {\;} be a sequence of positive parameters and a starting point:

2 e C. (3.9)
Main Steps: For k = 1,2,..., and given z*~! € C, find 2* € C, v* € T(2*) and
e* € R™, such that:
ub + N\ Vid(2, 2Pt = ek, (3.10)
where d is a proximal distance such that (d, H) € F,(C) and €* is an approximation
error which satisfies the following hypotheses:

le®]l

)\k > Tk H(xkaxk_l)7 (311)
—+oo
S < +oo. (3.12)
k=1

Stop Criterion: If 2% = 2¥=1 or 0 € T'(z*), then finish. Otherwise, to do k —1 + k
and return to Main Steps.

Remark 3.1. In practice, the sequence {n;} satisfying (3.12) should be given in the
initialization step. For example, we can choose n;, = 1/k?, all k.
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Remark 3.2. Due that the equation (3.10) will be solved by an iterative method,
the error criterion (3.11) is well reasonable. In fact, for simplicity consider that T is a
point to point mapping and given a candidate point y to solve the equation Ty (.) = 0,
where Ty (.) = T(.) + A\ V1d(., 2F71); we have that H(y,z*1) is explicit and we only
should verified the condition

1Tk < Arrey/ H (y, z471).

If the above condition is satisfied, then we define ¥ = y. Otherwise, we would search
another candidate point and repeat the same process.

Remark 3.3. If T is weakly monotone with constant p and d is strongly convex in
C' with respect to the first variable and with respect to the norm ||.|| 5, then taking

p
N> P
P = i (B)’

where Apin(B) denotes the smallest eigenvalue of B, we obtain that
T() + M\ Vid(., 2" 1)

is strongly monotone in C, see Lemma 2.2 of Papa Quiroz et al. [24]. Thus, the
subproblems 0 € Ty (z) are well conditioned and we may use an efficient algorithm to
obtain (3.10).

Throughout this paper, we assume the following assumptions:

(H1) For each k € N, there exists 2% € C.
(H2) The solution set SOL(T,C) of (VIP) is nonempty.

Remark 3.4. Some sufficient conditions to ensure assumption (H1) were presented
in Theorem 5.1 and Theorem 5.2 of Brito et al. [5] and Theorems 1 and 2 of Langen-
berg [19].

4. GLOBAL CONVERGENCE

In this section, under some assumptions, we prove that the sequence generated by
the proposed IPP algorithm converges. We divide the analysis in two cases: the
pseudomonotone case and the quasimonotone ones. Moreover, as we are interested in
the asymptotic convergence of the algorithm, we assume in each iteration that z* #
2P~ for each k = 1,2, ... In fact, if 2% = 2¥~1, for some k, then Vid(z*,z*~1) = 0
and from (3.10) we have that ef € T'(z¥), that is, z* is an approximate solution of
the (VIP).

Proposition 4.1. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose
that assumptions (H1) and (H2) are satisfied. Then, for allT € SOL(T,C) and for
each k € N, we have

Lok

H(Z,z") < H(@, 2" ') — yH (2%, 2 1) — " (b, 7 —a"). (4.13)
k
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Proof. As & € SOL(T,C), there exists @ € T(Z) such that <ﬂ, ak ,§> > 0. Using
the pseudomonotonicity condition of T, we obtain that <uk,xk 7T> > 0, for all
uF € T(z*). Then, from (3.10) we have:

0< <uk,zk — ;f> = <ek,:ck - a’c> + Ak <V1d(xk,zk71),a_3 - xk>.
Thus,
0< <ek,xk — 3?"> + A\ <V1d(xk,a:k71),a’s - xk> .
Since (d, H) € F(C') and from Definition 2.2, (Iii), it follows that
0< <ek,xk —Z)+ N\ [H(z, 2" ) — yH (2P, 2% 1) — H(i,:ck)] .

Then, the result is obtained. O
We introduce the following extra condition on the induced proximal distance:
(Iviii) There exists § > 0 such that:

o —yl|* < 0H (z,y),
for all x € C and for all y € C.

Remark 4.1. Some examples of proximal distances which satisfies the above condi-
tion are the following:

e A d—divergence proximal distance: Define
- x; o
o) = e (22) + Flle -l
= Yi
where ¢(t) =t —Int — 1. We obtain
do(z,y) =Y a5 —y; —y;In = + (0/2) [l — y||*.
= vi
Defining,
= x; o
HGe) =yt (2] -2+ Fllo -l
j=1 !

It may be verified, see Auslender and Teboulle [1] (Section 2.3, case a2), that
<C —b, vldtp(ba a)> < H(Cv a) - H(C’ b) - ’YH(bv a)7

(dy, H) € FL(R?}) and may be verified easily that the condition (Iviii) is
satisfied with 6 = 2.

e Bregman distances generated by strongly convex functions:
Let S C R™ be a nonempty open convex set, and let S be its closure. Let
h:S — RU{+00} be a proper, closed and convex function with dom Vh = S,
strictly convex and continuous on dom h, and continuously differentiable on

S. Define
H(z,y) := Dp(z,y) = h(z) — [h(y) + (Vh(y),z —y)], Ve € S,Vye S,
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The function Dj enjoys a remarkable three point identity (see [8], Lemma
3.1),

H(c,a) = H(e,b)+ H(b,a) + (¢ —b,V1H(b,a)) Ya,be S,Vcedomh.
The function h is called a Bregman function with zone S, if it satisfies the
following conditions:

(By) domh = S;
(B2) (i)Vx €S, Dp(z,-) is level bounded on int(dom h);
(i5) Vy € S, Dy(-,y) is level bounded;
(B3) Vy € domh and V {y*} C int(dom h) with limy_, o, y* = y, one has
limy 400 Dp(y,y*) = 0;
(By) If {y*} is a bounded sequence in int(dom h) and y € dom h such that
limg 400 Dp(y, y*) = 0, then limg_, 4 oo ¥* = .
Note that (By4) is a direct consequence of the first three properties, a fact
proved by Kiwiel in ([18], Lemma 2.16). For some more properties we recom-
mend the paper of Solodov and Svaiter [34].
Taking a Bregman function h and defining d(x,y) = H(z,y) := Dp(x,y) we
obtain that (d, H) € F.(C). Furthermore, if h is strongly convex then, there
exists o > 0 such that

H(z,y) = h(z) — h(y) — (Vh(y),z —y) >

Defining 6 = 2 we obtain that the condition (Iviii) is satisfied.

Induced proximal distances by the Second-order homogeneous dis-
tances. Let ¢ : R = RU{+00} be a closed proper convex function such that
domy C Ry and domdyp = R . We suppose in addition that ¢ is C?(R ),
strictly convex, and nonnegative on Ry, with ¢(1) = ¢'(1) = 0. We denote
by @ the class of such kernels and by

¢ = {90 ed: p"(1) (1 - 1) <Pt <" (D)(t—-1) Vt> 0}

the subclass of these kernels. -
Let ¢(t) = pp(t)+%5(t—1)? with v > pp”(1) > 0, p € @ and let the associated
proximal distance be defined by

do(o,y) =Y _yje (J> :
=1 Yj

The use of p-divergence proximal distances is particularly suitable for han-
dling polyhedral constraints. Let C' = {z € R"™ : Ax < b}, where A is
an (m,n) matrix of full rank m (m > n). Particularly important cases in-
clude C = R}, or C = {z € R}, : a; < 2 < b; ¥i = 1,...,n}, with
a;,b; € R. In [29], example (c) of the appendix section, was showed that for
H(z,y) = iille — ylI* with 7 = 27 (u + up" (1)), we have (d,, H) € Fy (R2).
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Proposition 4.2. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose
that assumptions (H1) and (H2) are satisfied. If the prozimal distance H(.,.) satisfies
the additional condition (Tviii), then

i) there exists an integer ko > 0 such that for all k > ko and for all T €
SOL(T,C), we have

H(z,z") < (1 L om ) H(z, o)+ (B8 =) H(a" ab ), (4.14)
1 — Ony,

i) {H(z,2%)} converges for all T € SOL(T,C);
iii) {x*} is bounded;
iv) limg_ oo H(z%, 2%71) = 0.

Proof. i) Let T € SOL(T, C), then

k 2 k|2
e _ [e” ] - k|2 k = k
0< + v/ 2\ T — " = + 2 T—x + 2(e", T — "),
| A L )
thus,
1 ek 2
<6k,ffl'k> < ” || +’I7k||ffl'k||2.

Y AN
Replacing the previous expression in (4.13) we have

le* ]I

H(fka) SH(f7xk71) _’YH(xkvxkil)_F 2
AN

+ ml|T — 2F 2

Taking into account the hypothesis (3.11) and the condition (Iviii), we have
H(z,a*) < H(@a" ") = yH(a" oY) + ZH (", o) + O H (7, 2%),
thus,
(1= 0n)H(7,a") < H@,2" ) + (5 ) H 2",

As mp — 0% (this is true from (3.12)) and € > 0, then there exists kg > 0 such that
0<1—6n <1land = —~ <0, for all k > ko. So applying this fact in the previous
expression we have

H@,z") < (1 _19%) H(@, a5 ) + (1 _19%) (”Z’“ —7) H(z*, 2 1).

As 1 —0n; <1, then the previous expression becomes

_ Onp. ke Mk -
H(z,2") < (1 H(z, 2"t =) H(zF, 2.
@) < (1 ) st (o)

ii) From (4.14), it is clear that

H@E 2 < (14 -2 ) H@E, 250, Ve > ko, (4.15)
1—6n
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As i — Ot and 6 > 0, then for all 0 < € < 1 there exists Eg € N, such that 09, <,
forall k > kg, then 1 —e <1 —0n < 1. So

0
Nk < 9771@7
I—Gnk 1—e€

Applying summations, and taking into account (3.12), we have

Yk > ko

+o0 0
Yo < (4.16)
e

Finally, taking
Onp,

Vg+1 = H(fa xk)a Vg = H(ja xkil)a Ve = and ﬁk =0
1 —0nk
—+oo
in Lemma 2.1 and considering that Z% < 400 we obtain that the sequence
k=1

{H(Z, 2"} converges.
iii) It is immediate from (ii) and Definition 2.2-(Tiv).
iv) From relation (4.14) we have for all k > ky :

Nk k o k=1y « 17(5 k=1 _ F (7 ok O — k-1
(7 4)H(x,x )< H(z,z" ") H(x,x)—i—(l_enk)H(x,x ).

Take 0 < a < 7, then there exists a positive integer kj such that & < «, for all
k > k}. Taking k > k := max{ko, kh} we have

(v — o) H(z¥, 25 7) < H(z, 2" 1) — H(7,2") + (1 f”gnk) H(z, 2" 1),

Applying summations we have

m m

_aZH Y < H(7, 25V - H@F,2™) + max {H(T }Z O

E<k<m 1—06n

Since {H 7,28~ 1)} is bounded, taking limit when m — 400, and considering (4.16),
we have

Z H(z", 2" < 400,
and therefore we obtain that hmk_H_oo H(zF 21 =0. O
We will show that the sequence generated by the proposed algorithm converges to a
solution of the (VIP) when T is a pseudomonotone mapping. So that, we need the

following additional assumption:
(H3) T is a locally bounded mapping and G(T) is closed.

Theorem 4.1. Let T be a pseudomonotone mapping, (d, H) € F,(C), and suppose
that both the assumptions (H1), (H2) and (H3), and (Iviii) are satisfied and 0 <
Ak < A, then {xk} converges to a point of SOL(T,C).
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Proof. From Propositions 4.2, we have that {#*} is bounded, so there exist a subse-
quence {x*1} C {z*} and a point x* such that 2%/ — z*. Define

L= {]4}1, k‘g, ceey k‘j, },

then {x'};cr, — 2*. We will prove that z* € SOL(T,C).
From (3.10) we have that V] € L and Vz € C :

<ul,x — xl> = <el,x — xl> -\ <V1d(ml,xl_1),x - xl> i
Using Definition 2.2-(Iii) in the above equality, we obtain
(ul,z—a') > (e o —a') + X\ [H(z,2") — H(z, 2" ") +yH (2 2] . (4.17)

Observe that, from (3.11) and due that {\;} and {z*} are bounded, {m} and
{H (2%, 2%=1)} converge to zero, then

lim (¢!, z — 2') = 0. (4.18)

l—o0

Fix = € C, we analyze two cases:

a) If {H(x,2')} converges, then from Proposition 4.2-(iv), and the fact that {)\;}
is bounded, we have \; [H (z,z') — H(x,2'~') +~vH(a',2'~")] — 0. Applying
this result and (4.18) in (4.17) we obtain

ligglf <ul7x — acl> > 0.

b) If {H(z,2')} is not convergent, then the sequence is not monotonically de-
creasing and so there are infinite [ € L such that H(z,2') > H(z,2!~'). Let
{I;} C L, for all j € N, such that H(z,2%) > H(z,z%~1), then

H(w, ") — H(z,ab™Y) + yH(ab, 271 > yH(2b, 25 7).

Taking into account this last result, Proposition 4.2 -(iv) and (4.18), in (4.17)
we have:
liminf (u', x — 2%7) > liminf N, [H(z,2") — H(z,2571) +vH (2%, 257 1)] > 0,
J—00 J—00
and so
liminf (u",z —2%) > 0, with u% € T(2").
J—00
Since T is locally bounded (see (H3)) and {z'} is bounded (see Propositions 4.2),
then from Proposition 2.1, the sequence {u'} C T'(z!) is also bounded, so without
loss of generality, there exists a subsequence {u'} C {u'} and a point u* such that
ubi — u*; and since G(T) is closed (see (H3)), u* € T(z*). Consequently we have
(u*,x —2*) >0 for all z € C and u* € T(z*), so z* € SOL(T, C).
Suppose now that 7 is another cluster point of {2*} C C where ¥ — 7, then T €
SOL(T,C), so by Definition 2.2-(Ivii), H(Z,z*) — 0. As {H(%,2*)} is convergent
(see Proposition 4.2-(ii)), and H(Z,z*) — 0, we obtain that H(zZ,z*) — 0; so
applying the Definition 2.2-(Ivi) we obtain that z¥i — Z, and due to the uniqueness
of the limit we have 2* = Z. Thus {z*} converges to x*. O
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Theorem 4.2. Suppose that T is a pseudomonotone mapping and that the assump-
tions (H1), (H2) and (H3), and the condition (Iviii) are satisfied and 0 < Ay < . If
(d, H) € F4(C) satisfying the condition (Ivii) instead of (Ivii), then {z*} converges
to a point of SOL(T,C).

Proof. From Proposition 4.2-(iii), {#*} is bounded, then mimicking the proof of
Theorem 4.1 any cluster point belongs to SOL(T,C). Let T and z* be two cluster
point of {z*} with 2% — ¥ and 2¥ — 2*, as T, 2* € SOL(T, C), for the Proposition
4.2-(ii), both {H (%, z*)} and {H (z*,2%)} converge. We analyze three possibilities.
o If 2*,7 € bd(C), with T # x*, then from assumption (Ivii)’, H(z* z%) —
+00, which contradict the convergence of { H(z*,z*)}, then we should have
T =a".
o If u* T E C'; given that by condition (Ivu) H(.,.) is continuous in C then
H(z*, ") — H(z*,2*) = 0. As {H( L )} converges, thenH(x zki) — 0.
Using the condition (Ivi) we have ¥ — z*, thus T = z*
e Without lost of generality we can suppose that z* e’ and T € bd(C). Then,
using the same argument as the last case we have that * = z*, which is a
contradiction, so this case is not possible. O

Assume now that 7' is a quasimonotone mapping and consider the following subset
of SOL(T,C) :

SOL*(T,C) = {z* € SOL(T,C) : Iu* #0,u* € T(z")}.
In this subsection we consider SOL(T, C) N bd(C) # () and we will use the following

assumption:

(H2)’ SOL*(T,T) # 0.

Lemma 4.1. Assume that the assumption (H2)’ is satisfied. If * € SOL*(T,C),
then

(u*,w—2a*) > 0,Yw € C,
where u* # 0,u* € T'(z*).

Proof. See Papa Quiroz et al. [24], Lemma 4.1, page 13. O
Proposition 4.3. If T is a quasimonotone mapping, (d, H) € F(C), and also the

assumptions (H1) and (H2)’ are satisfied, then for allT € SOL*(T,C) and for each
k € N, we have

H(Z,z") < H(@, 2" — yH (2%, 251 — o <ek,f - xk>. (4.19)
k

Proof. The steps are the same as the proof of Proposition 4.4 of Papa Quiroz et al.
[24]. O
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Proposition 4.4. Let T be a quasimonotone mapping, (d, H) € F(C), and suppose
that the assumptions (H1), (H2)’, (Iviii) are satisfied, then

i) exists an integer ko > 0 such that for all k > ko and for all T € SOL*(T,C),
we have

_ O, S Tk _
— < (1 k—1 - ko k—1y.
H =) < (1 ) fat )+ (T o) Bt

ii) {H(T,2%)} converges for all T € SOL*(T,C);
iii) {x*} is a bounded sequence;
iv) limg_s oo H(2*, 28"1) = 0.

Proof. Similar to the proof of Proposition 4.2 but using (4.19) instead of (4.13) and
SOL*(T,C) instead of SOL(T,C). O
Denote Acc (z*) as the set of all accumulation points of {z*}, that is,

Acc (2¥) = {z € C': there exists a subsequence {7} of {z"} : 2% — 2} .

Theorem 4.3. Let T be a quasimonotone mapping, (d, H) € F(C), and suppose
that the assumptions (H1), (H2)’, (H3), and (Iviii) are satisfied and 0 < A\, < A,
then
(a) {a*} converges weakly to an element of SOL(T,C), that is, Acc (z*) # 0 and
every element of Acc (xk) is a point of SOL(T,C).
(b) If Acc(z*) N SOL*(T,C) # 0, then {z*} converges to an element of
SOL*(T,C).

Proof.(a) From Proposition 4.4-(iii), {*} is bounded, then there exist a subsequence
{a*i} C {2*} and a point 2* such that 2%/ — 2*, so Acc(x*) # () (since * € Ace(z")).
Finally mimicking the proof of Theorem 4.1, where in the proof we substitute Propo-
sition 4.2-(i) by Proposition 4.4-(i), we obtain that T € SOL(T, C).

(b) One more time, mimicking the last five line of the proof of Theorem 4.1 substi-
tuting Proposition 4.2-(i), by Proposition 4.4-(i), we obtain the result.

Theorem 4.4. Suppose that T be a quasimonotone mapping, and that the assump-
tions (H1), (H2)’, (H3), and (Iviii) are satisfied and 0 < A\, < A\. If (d, H) € F(C),
satisfying the condition (Ivii)’ instead of (Ivii), then
(a) {zk} converges weakly to an element of SOL(T, C), that is, Acc (1”“) # 0 and
every element of Acc (x%) is a point of SOL(T,C).
(b) If Acc (2*) € SOL*(T, C) then {z*} converges to an element of SOL*(T,C).

Proof.(a) From Proposition 4.4-(iii), {z*} is bounded, so Acc (z*) # 0. Take a
subsequence {x"7}, such that 2%/ — Z. Mimicking the proof of Theorem 4.1 we obtain
that T € SOL(T,C). (b) Consider that Acc (z¥) ¢ SOL*(T,C), and that T and z*
are two cluster points of {2*} with 2% — 7 and 2% — 2*; as 7,2* € SOL*(T,C),
then from Proposition 4.4-(ii) both {H(%,z*)} and {H(z*,2%)} converge. Finally
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mimicking the three possibilities analyzed in the proof of Theorem 4.2 we obtain the
desired result. (]

5. RATE OF CONVERGENCE

In this section we prove the linear or superlinear rate of convergence of the IPP
algorithm. Without lost of generality we only analyze the pseudomonotone case
because the quasimonotone ones is similar replacing in the assumption below the set
SOL(T,C) by SOL*(T,C).

Consider the following additional assumption:

(H4) For T € SOL(T,C) such that #¥ — T, there exist § = §(z) > 0 and 7, =
7(T) > 0, such that for all w € B(0,d) C R™ and for all 2* with w € T(z*), we have

H(E,xk) < 1|jw|*. (5.20)

Another assumption that we also assume for the proximal distance (d, H) € F(C)
is the following:

(H5) The function 571d(.,u) satisfies the following condition: For any xq € C there
exist L > 0 and r > 0 such that

| V1 d(z,u) — v1d(Z,u)| < L|jz — 7|, Va,T € B(xo,r)NC, Yu € C.

Remark 5.1. With respect to previous conditions we make the following comments:

(1) The assumption (H4), also called a growth condition at the point of con-
vergence T € R™; has been motivated from Baygorrea et al. [3] and Tang
and Huang [35]. From our point of view, is the first time that this condition
includes the induced proximal distance H(.,.).

(2) A broad class of p-divergence proximal distances, second order homogeneous
proximal distances and Bregman distances satisfy the assumption (H5) for
any zg € C, with C =R’ . Indeed, from Definition

do(w,y) =Y i (5) r=12,
i=1 ¢

with ¢ € C?(C), ¢(t) = uh(t)+5(t—1)* v > uh”(1) > 0, and h € C*(C), we
note that \/1d, € C(C), so that /1dy,(.,y) is locally Lipschitz continuous
on C. Therefore (H5) holds for any xo € C.

Also if we consider h as a Bregman function such that h € C?(C), then by
Definition of Bregman distance, \/1D,(.,y) = Vh(.) — Vh(y) is continuously
differentiable, then 71D, (., y) is locally Lipschitz on C. Therefore, again (H5)
holds for any zq € C.

Lemma 5.1. Let T be a pseudomonotone mapping, (d, H) € F4(C) and suppose that
both assumptions (H1), (H2), (H3), (H4), (H5) and condition (Iviii) are satisfied
and 0 < A\ < A. Then
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i) there exists k € N such that
Jub|| <6, Vk>k, (5.21)

where u* is given by (3.10);
ii) it holds that

H(T,z") < A} (e + LVO)?H (a2 Y), Yk > F. (5.22)

Proof. i) Let T = limy_ 1 oo 2%, then T € SOL(T, C), and thus from assumption (H5),
there exist L > 0 and r > 0 such that
|71 d(@, 2" = ud(y, «* | < Lllz =yl Va,y € BT, r)NC.

As T = limg_, o0 2¥, then there exists Iy € IN such that 2! € B(z,r), for all | > .
Taking k£ > Iy + 1 and from the above inequality we have

Iv1d(z®, 2" = [v1d(a®, 2" ) =d(@* 1 2" || < Llla®—a*7Y. (5.23)
From (3.10) we obtain
| = lle* = M 71 d(@®, 2D < e[| + Aell 71 d(=", "], (5.24)

so, taking into account (3.11), (5.23), the condition (Iviii), and the fact that A\ < A,
we have that for k > Iy 4+ 1 the inequality (5.24) implies

[l < A/ H (2, a*=1) + A LVOy/H (a*, 2h-1)
= Ae(me + LVO)/H(zF, 2+-1) (5.25)
< Xom+ VB o), (5.26)

Since n;, — 0 and H(2*,2~1) — 0 (see Proposition 4.2-(iv)), taking § > 0, there
exists k € N with k > [ + 1 such that ||u*| < § for all k > k.
ii) In (5.20) taking w = u* for all k > k, we have

H(Z,z") < 1 |Ju®|? (5.27)

Therefore, the relation (5.22) follows from the last inequality combined with (5.25). O
Below we present a theorem related to the convergence rate of the inexact algorithm,
thus completing the convergence result given by Theorem 4.1 and Theorem 4.2.

Theorem 5.1. Let T be a pseudomonotone mapping, (d, H) € F(C) and suppose
that both the assumptions (H1), (H2), (H3), (H4), (H5) and condition (Iviii) are
satisfied and 0 < A\, < \. Then,

H(%T,2%) < rpH(T, 2" 1), (5.28)
for k sufficiently large, where

— 4Tk(77k+L\/§)2 < 1 >
CT i+ LVB)2 + o J\ Tl )

(1) If i, = 7 > 0 then, {z*} converges H-linearly to @ € SOL(T, C).
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(2) If {mx} converges to zero then, {x*} converges H-superlinearly to T €
SOL(T, O).

(3) If i, = 7 > 0 and M\ \, O then, {z*} converges H-superlinearly to T €
SOL(T, O).

Proof. Let © € SOL(T,C) be the limit point of the sequence {z*} and u* € T(z*)
given by (3.10). Due to the relationship (5.21) we have to ||u*| < & for all k > k. So
u* € B(0,0), for all k > k.

Considering the inequality (5.22) in (4.14) for all k > max{ko, k}, it follows that

— Lk O = k-1 Nk 1 Z ok
Hme) = <1+ 1—9nk)H(x’z - (-%) (mAi(erL\/@)?) Hwe),

Thus, we obtain for all k£ > max{ko,E} :

dy — g ok ( 1 ) k-1
1+ H(z,z"%) < H(Z,x .
( 4Tk/\%(’l7k + L\/§)2> ( ) 1— 0y ( )

As 7, > 0 and also (4y — ;) > 0, then for all k > max{ko, k} we have

H(f7 xk) < ﬁkH(f7 xk_l)v (529)
where
A1k (g + LVB)? 1
A7 (e + LV6)2 + 2552 | \ 1 — O

Since that A\;, < X for all k € N, we obtain
Br <71, (5.31)

- A7y, (i, + LV0)? ( 1 )
© T \dnlm + LB + 5 J \T—0mi)

Thus we obtain (5.28).
(1) Let 7, = 7 > 0, then taking into account that n, — 0, then

47L2%0
T — TP .
41120 + X%

Thus, there exists a positive number k; € N with & > k;, such that

where

47L2%0

1
<rp< -1+ —_"_
Besmi 2( 4TL29+§—2

)<1 Vk>k.

Then, in (5.29) we have for all k > max{ko, k, k1 } :
H(Z,z") < 0H (Z, 2" 1),
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7 41L2%6
N 4TL29+§—3 '

Thus, the sequence {z*} converges H—linearly to 7.
(2) If {7} converges to zero then from (5.28) we have that {r;} converges to zero
and thus we obtain that the sequence {2*} converges H—superlinearly to Z.
(3) Let 7, = 7 > 0, we have from (5.29) and (5.30)

H(z,z") < prLH(Z, 2" 1), (5.32)

where

where

Br =

A7 (e + LV6)? 1
— . (5.33)
AT (g + LV6)? 4+ 50 | \ 1 — Oy,

k

As A\ N\, 0 and 7, — 0, then sequence {z*} converges H—superlinearly to 7.
O

The following result shows that we obtain the genuine linear and superlinear rate of
convergence for a class of proximal distances which includes the class of logarithmic
quadratic distances.

Corollary 5.1. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose
that both assumptions (H1), (H2), (H3), (H4),(H5) and the condition

H(z,y) = 0]z — y| (5.34)
for some 0 > 0, are satisfied and 0 < A\ < X\. Then
(1) If 7o = 7 > 0, then {x*} converges linearly to T € SOL(T,C)
(2) If {7} converges to zero then {x*} converges superlinearly tow € SOL(T,C)
T

(3) If i, = 7 > 0, and Ay O then {x*} converges superlinearly to T €
SOL(T,C).

Remark 5.2. A class of proximal distances which satisfies the above condition (5.34)
is the proximal distance with second order homogeneous distances, see Remark 4.1.
Other class of proximal distances which satisfy the condition (5.34) are the induced
proximal distances by double regularization, introduced by Silva and Eckstein [32],
see Sarmiento et al. [30].

6. CONCLUSIONS, DISCUSSIONS AND FUTURE RESEARCHES

In this paper we obtain the global convergence of an inexact proximal point algorithm
using a class of proximal distance, called IPP algorithm, to solve pseudomonotone
and quasimonotone (VIP) defined on convex sets with interior nonempty. We also
prove a general linear and superlinear rate of convergence of this algorithm.
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For the class of second order proximal distance, in particular for the logarithmic
quadratic proximal distance, and the induced proximal distances by double regular-
ization we obtain genuine linear and superlinear convergence of the IPP algorithm.
For a class of ¢p—divergence distance and Bregman distance defined by strongly convex
functions we obtain H—linear and H —superlinear rate of convergence.

The results of this paper are new even for monotone (VIP) and improve, for the
quasimonotone case, the results obtained by Langenberg [20], Brito et al. [5] and
Papa Quiroz et al. [24], in the following sense:

e In Langenberg [20] was proved the global convergence of the following inexact
proximal algorithm: find z¥*! € C, y* € C and t* € T(y*) such that

tF £ \eViDp (2T %) = e, (6.35)
where ||e¥|| < 05, and
Dh(ykvxk+1) < UzDh(ykvmk)

with o € [0,1) and Dy, is a Bregman distance generated by a strongly convex
Bregman function h. The error criteria should satisfy the following condition

> 6k < +oo. (6.36)
k=1

However, the paper of Langenberg [20] does not present rate of convergence
results. Observe that for the case y* = 2%+ the equation (6.35) is a particular
case of the equation (3.10) of the IPP algorithm when the proximal distance
is the Bregman distance. However, the condition (6.36) is different of the
conditions (3.11)-(3.12) of IPP algorithm. In this sense our error criteria
permit to obtain rate of convergence results.

e Brito et al. [5] presented an exact proximal algorithm using the logarithmic
quadratic proximal distance. In this case the IPP algorithm is a inexact
version of the paper [5] using the the logarithmic quadratic proximal distance.

e Papa Quiroz et al. [24] presented an inexact proximal algorithm using the
following error criteria (introduced by Eckstein [9]):

+o00o k
> M < +o0 (6.37)
k=1 'k
400 k ..k
S KebaM (6.38)
=M

They observed that it is possible to get rid the condition (6.38) for some
proximal distances. Observe that if {A\z} is bounded then from (6.37) we

obtain that
+oo
DNkl < oo,
k=1

and therefore for the case y* = 2**! the algorithm introduced by Langenberg

in [20] is a particular case of the paper of Papa Quiroz et al. [24] applied
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to Bregman distances with strongly convex Bregman functions. However, in
that paper the rate of convergence does not studied.

A future research may be the introduction of a (PPM), based in the IPP algorithm
and the paper of Auslender jnd Teboulle [1], to solve the following variational in-
equality problem: find z* € C' and y* € T'(z*), such that

(y*,x —z*) >0, (6.39)

Vo € CN{x: Az = b} where, A is an m x n matrix, b € R*, T : R"=3R" is a
point-to-set mapping not necessarily monotone, C' is a nonempty open convex set, C'
is the closure of C' in R™.
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