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1. Introduction

Fractional differential equations have been of increasing importance for their deep
backgrounds in science and engineering, such as, the memory of a variety of materials,
signal identification and image processing, optical systems, thermal system materials
and mechanical systems, control system, etc., see [7, 11]. In recent years, much
attention has been focused on the study of the existence and multiplicity of solutions
for boundary value problems of fractional differential equations, see [10, 14, 13, 16, 17],
and the references therein.
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Coupled systems of differential equations have also been investigated by many
authors. Such systems appear in the modeling of many real world problems, for
example, see [3, 12]. For some recent results on the topic, we refer the reader to a
series of papers [1, 8, 9, 15, 6, 2], and the references therein.

Cui [4] studied the following differential system with coupled integral boundary
conditions

−u′′(t) = f(t, u(t), v(t)), −v′′(t) = g(t, u(t), v(t)),

u(0) = v(0) = 0, u(1) =
∫ 1

0
v(t)dA(t), v(1) =

∫ 1

0
u(t)dB(t),

where
∫ 1

0
v(t)dA(t),

∫ 1

0
u(t)dB(t) are Riemann-Stieltjes integrals. By means of µ0-

positive operator, they obtained the uniqueness of solution for the above differential
system under the assumption that f, g are Lipschitz continuous functions. It should
be mentioned that the Lipschitz constant is dependant of the spectral radius corre-
sponding to the related linear operators. Therefore, their result is new and meaningful.
However, it is rather difficult to determine the value of the spectral radius.

Here, we consider the existence of solutions for the boundary value problem of
fractional differential systems with mixed fractional derivatives

CDβ−1
0+ (D + k)Dα

0+u(t) = f(t, u(t), v(t)), for a.e. t ∈ [0, 1],

CDβ−1
0+ (D + k)Dα

0+v(t) = g(t, u(t), v(t)), for a.e. t ∈ [0, 1],

(1.1)

subject to the following coupled boundary conditions

u(0) = u′(0) = · · · = u(n−2)(0) = Dα
0+u(0) = 0,

Dα
0+u(1) = a1

∫ σ
0
Dα

0+v(s)ds, Dγ
0+u(1) =

∞∑
j=1

ηju(ξj) + η0

∫ 1

0
Dγ

0+u(τ)dA(τ),

v(0) = v′(0) = · · · = v(n−2)(0) = Dα
0+v(0) = 0,

Dα
0+v(1) = a2

∫ σ
0
Dα

0+u(s)ds, Dγ
0+v(1) =

∞∑
j=1

εjv(ξj) + ε0

∫ 1

0
Dγ

0+v(τ)dB(τ),

(1.2)
where Dς

0+ denote the Riemann-Liouville fractional derivative of order ς with ς = α, γ,
CDβ−1

0+ is the Caputo fractional derivative, D is the ordinary derivative, α > 2,
n − 1 < α ≤ n, 1 < β ≤ 2, γ is a fixed number and γ ∈ [1, n − 2] (n ≥ 3),
ηj , εj ≥ 0 (j = 1, 2, · · · ), η0, ε0 ∈ [0, 1), ξj ∈ (0, 1), k, a1, a2 ≥ 0, σ ∈ [0, 1],∫ 1

0
u(s)dA(s),

∫ 1

0
u(s)dB(s) are Riemann-Stieltjes integrals, f, g : [0, 1] × R2 → R

are continuous.
To the best of our knowledge, there are fewer works concerned the existence results

for fractional differential systems with coupled strip and infinite point boundary con-
ditions. In order to enrich the theoretical knowledge of the above, we investigate the
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existence of solutions for the problem (1.1)–(1.2) by using the Banach’s fixed point
theorem and the ‖ · ‖e norm. The relations between the linear Caputo fractional dif-
ferential systems and the corresponding linear integral systems are studied. It should
be mentioned that the Lipschitz type conditions on nonlinearities are needed in the
study of the nonlinear Caputo fractional differential systems. The proposed problem
is of quite a general nature as it covers several special cases. Thus the obtained re-
sults will be a useful and novel contribution to the existing literature on fractional
differential systems.

The paper is organized as follows. In Section 2, we present some notations, defi-
nitions of fractional calculus and give some useful lemmas. In Section 3, we discuss
the existence of solutions of the boundary value problem (1.1)–(1.2). In Section 4, we
give an example to illustrate our results.

2. Preliminaries

In this section, we introduce notations, definitions of fractional calculus and present
some lemmas before stating our main results.
Definition 2.1. [7] For a continuous function y : (0,∞)→ R, the Riemann-Liouville
fractional integral of order α is defined as

Iα0+y(t) =
1

Γ(α)

∫ t

0

(t− s)α−1y(s)ds, α > 0,

where Γ is the Gamma function.
Definition 2.2. [7] The Riemann-Liouville fractional derivative of order α for a
continuous function y(t) is defined by

Dα
0+y(t) =

1

Γ(n− α)

(
d

dt

)n ∫ t

0

(t− s)n−α−1y(s)ds, α > 0,

where Γ is the Gamma function, n is the smallest integer greater than or equal to α.
Let γ ∈ [1, n− 2]. Then we have

Dγ
0+y(t) = DmIm−γ0+ y(t)

= DmDn−mIn−m0+ Im−γ0+ y(t)

= DnIn−γ0+ y(t)

= DnIn−α0+ Iα−γ0+ y(t)

= Dα
0+I

α−γ
0+ y(t),

where m is the smallest integer greater than or equal to γ. This implies that Dγ
0+y(t)

exists if Dα
0+y(t) exists.

Let AC[0, 1] be the space of functions f which are absolutely continuous on [0, 1].
For n ∈ N := 1, 2, 3, · · ·, we denote by ACn[0, 1] the space of functions f which have
continuous derivatives up to order n− 1 on [0, 1] such that f (n−1) ∈ AC[0, 1].
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Definition 2.3. [7] If y(t) ∈ ACn[0, 1], then the Caputo fractional derivative of order
α for y(t) is defined by

CDα
0+y(t) =

1

Γ(n− α)

∫ t

0

(t− s)n−α−1y(n)(s)ds, α > 0,

where Γ is the Gamma function, n is the smallest integer greater than or equal to α.
Throughout, we assume that the following conditions are satisfied.

(H1) a1a2 <
(

1−e−k
σ− 1

k (1−e−kσ)

)2

.

(H2) A,B : [0, 1]→ R are nondecreasing functions,

0 ≤
∫ 1

0

dA(t) < 1, 0 ≤
∫ 1

0

dB(t) < 1,

∞∑
j=1

ηjξ
α−1
j <

Γ(α)

Γ(α− γ)

(
1− η0

∫ 1

0

tα−γ−1dA(t)

)
,

∞∑
j=1

εjξ
α−1
j <

Γ(α)

Γ(α− γ)

(
1− ε0

∫ 1

0

tα−γ−1dB(t)

)
.

Lemma 2.4. [8] Let α ∈ (0, 1). Then the following assertions hold:
(i) Iα0+ maps AC[0, 1] to AC[0, 1];
(ii) For each f ∈ AC[0, 1], Iα0+D

α
0+f(t) = f(t) for a.e. t ∈ [0, 1].

Lemma 2.5. For 1 < β ≤ 2 and h1, h2 ∈ AC[0, 1], the solution of the linear system
of fractional differential equations

CDβ−1
0+ (D + k)x(t) = h1(t), for a.e. t ∈ [0, 1],

CDβ−1
0+ (D + k)y(t) = h2(t), for a.e. t ∈ [0, 1],

(2.1)

supplemented with the boundary conditions
x(0) = 0, x(1) = a1

∫ σ
0
y(s)ds,

y(0) = 0, y(1) = a2

∫ σ
0
x(s)ds,

(2.2)

is equivalent to functions x, y satisfy

x(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h1(τ)dτds

+
1− e−kt

kΓ(β − 1)

( a1A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h2(τ)dτdsdt

+
a2A1

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h1(τ)dτdsdt

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h1(τ)dτds

− A1

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h2(τ)dτds
)
,

(2.3)
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y(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h2(τ)dτds

+
1− e−kt

kΓ(β − 1)

( a1A2

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h2(τ)dτdsdt

+
a2A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h1(τ)dτdsdt

− A2

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h1(τ)dτds

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h2(τ)dτds
)
,

(2.4)

where

A =
1

k
(1− e−k), A1 =

a1

k
(σ − 1

k
+

1

k
e−kσ), A2 =

a2

k
(σ − 1

k
+

1

k
e−kσ).

Proof. Solving the fractional differential equations (2.1) in a standard manner, we get

x(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h1(τ)dτds+ c1
1− e−kt

k
,

y(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h2(τ)dτds+ c2
1− e−kt

k
,

for some c1, c2 ∈ R. Using the boundary conditions (2.2), together with (H1), we
obtain

c1 =
1

Γ(β − 1)

( a1A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h2(τ)dτdsdt

+
a2A1

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h1(τ)dτdsdt

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h1(τ)dτds

− A1

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h2(τ)dτds
)
,

c2 =
1

Γ(β − 1)

( a1A2

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h2(τ)dτdsdt

+
a2A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2h1(τ)dτdsdt

− A2

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h1(τ)dτds

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2h2(τ)dτds
)
.

Consequently, x(t), y(t) satisfy (2.3) and (2.4).
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Conversely,

x(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h1(τ)dτds+ c1
1− e−kt

k
,

y(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ s

0

eks(s− τ)β−2h2(τ)dτds+ c2
1− e−kt

k
,

where c1, c2 are given by above equalities. Hence,

(D + k)x(t) = Iβ−1
0+ h1(t) + c1, t ∈ [0, 1],

(D + k)y(t) = Iβ−1
0+ h2(t) + c2, t ∈ [0, 1].

First, we consider 1 < β < 2. Since h1, h2 ∈ AC[0, 1], by Lemma 2.4 (i), we have

Iβ−1
0+ hj(t) ∈ AC[0, 1], j = 1, 2. Thus, CDβ−1

0+ (D+k)x(t) and CDβ−1
0+ (D+k)y(t) exist.

Moreover, by Lemma 2.4 (ii), we can get

CDβ−1
0+ Iβ−1

0+ hj(t) = I
1−(β−1)
0+ DIβ−1

0+ hj(t) = I2−β
0+ D2−β

0+ hj(t) = hj(t),

for a.e. t ∈ [0, 1], j = 1, 2.

In what follows we consider β = 2. Then Iβ−1
0+ hj(t) = I1

0+hj(t) ∈ AC[0, 1], j = 1, 2

and CDβ−1
0+ Iβ−1

0+ hj(t) = CD1
0+I

1
0+hj(t) = hj(t), t ∈ [0, 1]. Consequently, (2.1) holds

for 1 < β ≤ 2. By simple computation, it is easy to see that x(t), y(t) satisfy (2.2).
Thus, x(t), y(t) is a solution of the problem (2.1)–(2.2). The proof is completed.
Remark 2.6. As mentioned in [8], h1, h2 ∈ C[0, 1] are not sufficient in the study
of the equivalence between (2.1)–(2.2) and (2.3)–(2.4). We can prove the solutions
of (2.1)–(2.2) satisfy (2.3)–(2.4) under the condition h1, h2 ∈ C[0, 1]. However, we
can not prove that if h1, h2 ∈ C[0, 1], then functions x(t), y(t) satisfy (2.3)–(2.4) is a
solution of the problem (2.1)–(2.2).
Lemma 2.7. Let n− 1 < α ≤ n and h ∈ C[0, 1]. The boundary value problem

Dα
0+u(t) = h(t), for a.e. t ∈ [0, 1], (2.5)

u(0) = u′(0) = · · · = u(n−2)(0) = 0, (2.6)

Dγu(1) =

∞∑
j=1

ηju(ξj) + η0

∫ 1

0

Dγu(τ)dA(τ), (2.7)

has a unique solution

u(t) = −
∫ 1

0

G(t, s)h(s)ds,

where

G(t, s) =
tα−1η0

ΛΓ(α− γ)

∫ 1

0

G1(τ, s)dA(τ) +G2(t, s),

G1(t, s) =


−(t− s)α−γ−1 + (1− s)α−γ−1tα−γ−1, 0 ≤ s ≤ t ≤ 1,

(1− s)α−γ−1tα−γ−1, 0 ≤ t ≤ s ≤ 1,

(2.8)
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G2(t, s) =


ρ(s)tα−1(1−s)α−γ−1−ρ(0)(t−s)α−1

ΛΓ(α)Γ(α−γ) , 0 ≤ s ≤ t ≤ 1,

ρ(s)tα−1(1−s)α−γ−1

ΛΓ(α)Γ(α−γ) , 0 ≤ t ≤ s ≤ 1,

(2.9)

ρ(s) = Γ(α)
(

1− η0

∫ 1

0

tα−γ−1dA(t)
)
− Γ(α− γ)

∑
s≤ξj

ηj(
ξj − s
1− s

)α−1(1− s)γ ,

Λ =
Γ(α)

Γ(α− γ)

(
1− η0

∫ 1

0

tα−γ−1dA(t)
)
−
∞∑
j=1

ηjξ
α−1
j .

Proof. Applying the operator Iα0+ on both sides of (2.5), we have

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds+ c1t
α−1 + c2t

α−2 + · · ·+ cnt
α−n,

for some c1, c2, · · · , cn ∈ R. From (2.6), (2.7) it follows c2 = · · · = cn−1 = cn = 0, and

c1 =

∞∑
j=1

ηj
ΛΓ(α)

∫ ξj

0

(ξj − s)α−1h(s)ds+
η0

ΛΓ(α− γ)

∫ 1

0

∫ 1

s

(t− s)α−γ−1dA(t)h(s)ds

− 1

ΛΓ(α− γ)

∫ 1

0

(1− s)α−γ−1h(s)ds.

Consequently, u(t) satisfies

u(t) = −
∫ 1

0

( tα−1η0

ΛΓ(α− γ)

∫ 1

0

G1(τ, s)dA(τ) +G2(t, s)
)
h(s)ds = −

∫ 1

0

G(t, s)h(s)ds.

Conversely, if u(t) = −
∫ 1

0

G(t, s)h(s)ds, then

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds+ c1t
α−1 + c2t

α−2 + · · ·+ cnt
α−n,

where c2 = · · · = cn−1 = cn = 0, and

c1 =
1

Λ

∞∑
j=1

ηj
Γ(α)

∫ ξj

0

(ξj − s)α−1h(s)ds

+
η0

ΛΓ(α− γ)

∫ 1

0

(∫ 1

s

(t− s)α−γ−1dA(t)

)
h(s)ds

− 1

ΛΓ(α− γ)

∫ 1

0

(1− s)α−γ−1h(s)ds.

Hence,
Dα

0+u(t) = h(t).

Moreover, u(t) satisfies (2.6), (2.7). Thus, u(t) is a solution of the problem (2.5)–(2.7).
The proof is completed.
Lemma 2.8. Let n− 1 < α ≤ n and h ∈ C[0, 1]. The boundary value problem

Dα
0+v(t) = h(t), for a.e. t ∈ [0, 1],
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v(0) = v′(0) = · · · = v(n−2)(0) = 0,

Dγv(1) =

∞∑
j=1

εjv(ξj) + ε0

∫ 1

0

Dγv(τ)dB(τ),

has a unique solution

v(t) = −
∫ 1

0

H(t, s)h(s)ds,

where

H(t, s) =
tα−1ε0

Λ1Γ(α− γ)

∫ 1

0

G1(τ, s)dB(τ) +G3(t, s),

G1(t, s) is given by (2.8),

G3(t, s) =


ρ1(s)tα−1(1−s)α−γ−1−ρ1(0)(t−s)α−1

Λ1Γ(α)Γ(α−γ) , 0 ≤ s ≤ t ≤ 1,

ρ1(s)tα−1(1−s)α−γ−1

Λ1Γ(α)Γ(α−γ) , 0 ≤ t ≤ s ≤ 1,

(2.10)

ρ1(s) = Γ(α)

(
1− ε0

∫ 1

0

tα−γ−1dB(t)

)
− Γ(α− γ)

∑
s≤ξj

εj

(
ξj − s
1− s

)α−1

(1− s)γ ,

Λ1 =
Γ(α)

Γ(α− γ)

(
1− ε0

∫ 1

0

tα−γ−1dB(t)

)
−
∞∑
j=1

εjξ
α−1
j .

Proof. The proof is the same as that of Lemma 2.7, so it is omitted.
Lemma 2.9. Suppose that (H2) holds, and n−1 < α ≤ n. Function G2(t, s), G3(t, s)
satisfy the following conditions
(i) Gi(t, s) ≥ 0, ∂

∂tGi(t, s) ≥ 0, for t, s ∈ (0, 1), i = 2, 3.
(ii) max

0≤t≤1
Gi(t, s) = Gi(1, s), for 0 ≤ s ≤ 1, i = 2, 3.

(iii) Gi(t, s) ≥ tα−1Gi(1, s), 0 ≤ t, s ≤ 1, i = 2, 3.
Proof. First, we prove the properties of G2(t, s). From (H2), it is easy to see that

ρ′(s) = Γ(α− γ)
∑
s≤ξj

ηj(ξj − s)α−2(1− s)−α+γ((1− ξj)(α− 1) + γ(ξj − s)) > 0.

Thus, ρ is increasing on [0, 1]. Since

ρ(0) = Γ(α)(1− η0

∫ 1

0

tα−γ−1dA(t))− Γ(α− γ)

∞∑
j=1

ηjξ
α−1
j > 0,

we deduce ρ(s) ≥ ρ(0) > 0, s ∈ [0, 1]. By simple computation, we can getG2(t, s) ≥ 0,
for t, s ∈ (0, 1). Note that

∂

∂t
G2(t, s) =


(α−1)ρ(s)tα−2(1−s)α−γ−1−ρ(0)(α−1)(t−s)α−2

ΛΓ(α)Γ(α−γ) , 0 ≤ s ≤ t ≤ 1,

(α−1)ρ(s)tα−2(1−s)α−γ−1

ΛΓ(α)Γ(α−γ) , 0 ≤ t ≤ s ≤ 1,
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we have ∂
∂tG2(t, s) ≥ 0, for t, s ∈ (0, 1). Then G2(t, s) is nondecreasing with respect

to t, max
0≤t≤1

G2(t, s) = G2(1, s), for 0 ≤ s ≤ 1. In the following, we will prove (iii). For

0 ≤ s ≤ t ≤ 1,

G2(t, s) =
ρ(s)tα−1(1− s)α−γ−1 − ρ(0)(t− s)α−1

ΛΓ(α)Γ(α− γ)

=
ρ(s)tα−1(1− s)α−γ−1 − ρ(0)tα−1(1− s

t )
α−1

ΛΓ(α)Γ(α− γ)

≥ ρ(s)tα−1(1− s)α−γ−1 − ρ(0)tα−1(1− s)α−1

ΛΓ(α)Γ(α− γ)

= tα−1G2(1, s).

For 0 ≤ t ≤ s ≤ 1, it is clear that G2(t, s) ≥ tα−1G2(1, s). Now, we are in the position
to prove the properties of G3(t, s). Repeating arguments similar to that above we can
get (i)–(iii). The proof is completed.

Let (X, ‖ · ‖) be a Banach space with a cone K in X, and let ≤ denote the partial
order defined by K, that is x ≤ y if and only if y− x ∈ K. A cone is called normal if
there exists M > 0 such that, for all 0 ≤ x ≤ y, it follows that ‖x‖ ≤M‖y‖.

Let C[0, 1] with the norm ‖u‖ = max
0≤t≤1

|u(t)|. Then C[0, 1] is a Banach space.

Denote

P = {u ∈ C[0, 1] : u(t) ≥ 0, t ∈ [0, 1]}.
Obviously, P is a positive cone in C[0, 1]. Thus E = C[0, 1] × C[0, 1] is a Banach
space with the norm ‖(u, v)‖1 = max{‖u‖, ‖v‖}, and P1 = P × P is a cone in E.
Definition 2.10. Let P be a cone in real Banach space E and e ∈ P \ {θ}, set

Ee = {x ∈ E : ∃λ > 0, −λe ≤ x ≤ λe, }
and

‖x‖e = inf{λ > 0 : −λe ≤ x ≤ λe, }, ∀ x ∈ Ee.
It is easy to see that Ee becomes a normed linear space under the norm ‖ ·‖e. ‖x‖e

is called the e-norm of the element x ∈ Ee.
Lemma 2.11. [5] Let cone P be normal. Then Ee is a Banach space with e-norm,
and there exists a constant m > 0 such that ‖x‖ ≤ m‖x‖e, ∀ x ∈ Ee.

3. Main results

Now we are in the position to establish the main results.
In the forthcoming analysis, we need the following assumption:
(H3) There exists l0, l1, l2, l3, l4, l5 ∈ [0,+∞) such that

|f(t1, u1, v1)− f(t2, u2, v2)| ≤ l0|t1 − t2|+ l1|u1 − u2|+ l2|v1 − v2|,

|g(t1, u1, v1)− g(t2, u2, v2)| ≤ l3|t1 − t2|+ l4|u1 − u2|+ l5|v1 − v2|,
for any t1, t2 ∈ [0, 1], u1, u2, v1, v2 ∈ R.

In view of Lemma 2.5, Lemma 2.7 and Lemma 2.8, we define an operator F as

F (u, v)(t) = (F1(u, v)(t), F2(u, v)(t)), (u, v) ∈ E,
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where F1, F2 : E → C[0, 1] are defined by

F1(u, v)(t) = −
∫ 1

0

G(t, s)
[ e−ks

Γ(β − 1)

∫ s

0

∫ m

0

ekm(m− τ)β−2f(τ, u(τ), v(τ))dτdm

+
1− e−ks

kΓ(β − 1)

( a1A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2g(τ, u(τ), v(τ))dτdsdt

+
a2A1

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2f(τ, u(τ), v(τ))dτdsdt

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2f(τ, u(τ), v(τ))dτds

− A1

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2g(τ, u(τ), v(τ))dτds
)]
ds,

F2(u, v)(t) = −
∫ 1

0

H(t, s)
[ e−ks

Γ(β − 1)

∫ s

0

∫ m

0

ekm(m− τ)β−2g(τ, u(τ), v(τ))dτdm

+
1− e−ks

kΓ(β − 1)

( a1A2

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2g(τ, u(τ), v(τ))dτdsdt

+
a2A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2f(τ, u(τ), v(τ))dτdsdt

− A2

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2f(τ, u(τ), v(τ))dτds

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2g(τ, u(τ), v(τ))dτds
)]
ds.

Lemma 3.1. Suppose that (H1)–(H3) hold, then the fixed points of the operator F
are solutions of the problem (1.1)–(1.2).
Proof. Assume that (u, v) ∈ E is a fixed point of F . Then

u(t) = −
∫ 1

0

G(t, s)T1(s)ds,

v(t) = −
∫ 1

0

H(t, s)T2(s)ds,

where

T1(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ m

0

ekm(m− τ)β−2f(τ, u(τ), v(τ))dτdm+
1− e−kt

kΓ(β − 1)
c1,

T2(t) =
e−kt

Γ(β − 1)

∫ t

0

∫ m

0

ekm(m− τ)β−2g(τ, u(τ), v(τ))dτdm+
1− e−kt

kΓ(β − 1)
c2,
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and

c1 =
a1A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2g(τ, u(τ), v(τ))dτdsdt

+
a2A1

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2f(τ, u(τ), v(τ))dτdsdt

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2f(τ, u(τ), v(τ))dτds

− A1

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2g(τ, u(τ), v(τ))dτds,

c2 =
a1A2

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2g(τ, u(τ), v(τ))dτdsdt

+
a2A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

e−k(t−s)(s− τ)β−2f(τ, u(τ), v(τ))dτdsdt

− A2

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2f(τ, u(τ), v(τ))dτds

− A

A2 −A1A2

∫ 1

0

∫ s

0

e−k(1−s)(s− τ)β−2g(τ, u(τ), v(τ))dτds.

Since f, g are continuous, we have T1(t), T2(t) ∈ C[0, 1]. By Lemma 2.7 and 2.8, we
can get Dα

0+u(t) = T1(t), Dα
0+v(t) = T2(t), and

u(0) = u′(0) = · · · = u(n−2)(0) = 0,

v(0) = v′(0) = · · · = v(n−2)(0) = 0,

Dγu(1) =

∞∑
j=1

ηju(ξj) + η0

∫ 1

0

Dγu(τ)dA(τ),

Dγv(1) =

∞∑
j=1

εjv(ξj) + ε0

∫ 1

0

Dγv(τ)dB(τ).

Moreover, u′(t), v′(t) exist for t ∈ [0, 1] and max{|u′(t)|},max{|v′(t)|} <∞, t ∈ [0, 1].
This, together with the condition (H3), implies that for (u, v) ∈ E and t1, t2 ∈ [0, 1],

|f(t1, u(t1), v(t1))− f(t2, u(t2), v(t2))|
≤ l0|t1 − t2|+ l1|u(t1)− u(t2)|+ l2|v(t1)− v(t2)|

≤
(
l0 + l1 max{|u′(t)|}+ l2 max{|v′(t)|}

)
|t1 − t2|,

and

|g(t1, u(t1), v(t1))− g(t2, u(t2), v(t2))|
≤ l3|t1 − t2|+ l4|u(t1)− u(t2)|+ l5|v(t1)− v(t2)|

≤
(
l3 + l4 max{|u′(t)|}+ l5 max{|v′(t)|}

)
|t1 − t2|
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hold. It follows that f(·, u(·), v(·)), g(·, u(·), v(·)) ∈ AC[0, 1]. By Lemma 2.5, we have
CDβ−1

0+ (D + k)T1(t) = f(t, u(t), v(t)), for a.e. t ∈ [0, 1],

CDβ−1
0+ (D + k)T2(t) = g(t, u(t), v(t)), for a.e. t ∈ [0, 1],

and 
T1(0) = 0, T1(1) = a1

∫ σ
0
T2(s)ds,

T2(0) = 0, T2(1) = a2

∫ σ
0
T1(s)ds.

Hence, (u, v) ∈ E is a solution of the problem (1.1)–(1.2).
Theorem 3.2. Suppose that (H1)–(H3) hold. Then the problem (1.1)–(1.2) has a
unique solution if

max{M3,M4}l < 1,

where

l = max{l1, l2, l4, l5}, M1 = max
t∈[0,1]

|f(t, 0, 0)|, M2 = max
t∈[0,1]

|g(t, 0, 0)|,

and

M3 =
2Γ(α)

ΛΓ(α− γ)Γ(α+ β + 1)

(
ek +

a1Aσ
α+β

k(A2 −A1A2)
+

a2A1σ
α+β

k(A2 −A1A2)

+
A(α+ β)

k(A2 −A1A2)
+

A1(α+ β)

k(A2 −A1A2)

)
,

M4 =
2Γ(α)

Λ1Γ(α− γ)Γ(α+ β + 1)

(
ek +

a1A2σ
α+β

k(A2 −A1A2)
+

a2Aσ
α+β

k(A2 −A1A2)

+
A2(α+ β)

k(A2 −A1A2)
+

A(α+ β)

k(A2 −A1A2)

)
.

Proof. From Lemma 2.7 and Lemma 2.9, we can get

0 ≤ tα−1G2(1, s) ≤ G(t, s) =
tα−1η0

ΛΓ(α− γ)

∫ 1

0

G1(τ, s)dA(τ) +G2(t, s)

≤ tα−1η0

ΛΓ(α− γ)

∫ 1

0

(1− s)α−γ−1tα−γ−1dA(t) +
ρ(s)tα−1(1− s)α−γ−1

ΛΓ(α)Γ(α− γ)

≤ tα−1η0

ΛΓ(α− γ)

∫ 1

0

tα−γ−1dA(t) +

(
1− η0

∫ 1

0
tα−γ−1dA(t)

)
tα−1

ΛΓ(α− γ)
=

tα−1

ΛΓ(α− γ)
.

In the same way, from Lemma 2.8 and Lemma 2.9, we have

0 ≤ tα−1G3(1, s) ≤ H(t, s) ≤ tα−1

Λ1Γ(α− γ)
.
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For (u, v) ∈ E, by (H3) and the above two inequalities, we obtain

|F1(u, v)(t)|

≤
∫ 1

0

G(t, s)

kΓ(β − 1)

(∫ s

0

∫ m

0

kekm(m− τ)β−2(|f(τ, u(τ), v(τ))− f(τ, 0, 0)|+M1)dτdm

+
a1A

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(|g(τ, u(τ), v(τ))− g(τ, 0, 0)|+M2)dτdsdt

+
a2A1

A2 −A1A2

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(|f(τ, u(τ), v(τ))− f(τ, 0, 0)|+M1)dτdsdt

+
A

A2 −A1A2

∫ 1

0

∫ s

0

(s− τ)β−2(|f(τ, u(τ), v(τ))− f(τ, 0, 0)|+M1)dτds

+
A1

A2 −A1A2

∫ 1

0

∫ s

0

(s− τ)β−2(|g(τ, u(τ), v(τ))− g(τ, 0, 0)|+M2)dτds
)
ds

≤ tα−1

ΛΓ(α− γ)

[( ek

Γ(β + 2)
+

a1Aσ
β+1

kΓ(β + 2)(A2 −A1A2)
+

a2A1σ
β+1

kΓ(β + 2)(A2 −A1A2)

+
A

kΓ(β + 1)(A2 −A1A2)
+

A1

kΓ(β + 1)(A2 −A1A2)

)
l(‖u‖+ ‖v‖)

+
( ek

Γ(β + 2)
+

a2A1σ
β+1

kΓ(β + 2)(A2 −A1A2)
+

A

kΓ(β + 1)(A2 −A1A2)

)
M1

+
( a1Aσ

β+1

kΓ(β + 2)(A2 −A1A2)
+

A1

kΓ(β + 1)(A2 −A1A2)

)
M2

]
,

and

|F2(u, v)(t)|

≤ tα−1

Λ1Γ(α− γ)

[( ek

Γ(β + 2)
+

a1A2σ
β+1

kΓ(β + 2)(A2 −A1A2)
+

a2Aσ
β+1

kΓ(β + 2)(A2 −A1A2)

+
A2

kΓ(β + 1)(A2 −A1A2)
+

A

kΓ(β + 1)(A2 −A1A2)

)
l(‖u‖+ ‖v‖)

+
( ek

Γ(β + 2)
+

a1A2σ
β+1

kΓ(β + 2)(A2 −A1A2)
+

A

kΓ(β + 1)(A2 −A1A2)

)
M2

+
( a2Aσ

β+1

kΓ(β + 2)(A2 −A1A2)
+

A2

kΓ(β + 1)(A2 −A1A2)

)
M1

]
.

Consequently, F maps all of E into the following vector subspace

Ee = {(x, y) ∈ E : ∃λ > 0, −λe(t) ≤ (x(t), y(t)) ≤ λe(t), t ∈ [0, 1]},

where e(t) = (tα−1, tα−1). In view of Definition 2.10 and Lemma 2.11, Ee is a subspace
of E and Ee is a Banach space with the norm

‖(x, y)‖e = inf{λ > 0 : −λe(t) ≤ (x(t), y(t)) ≤ λe(t), t ∈ [0, 1]}.
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Hence, it suffices to consider the fixed point of F in Ee. Let (u1, v1), (u2, v2) ∈ Ee.
Then, we have

|F1(u1, v1)(t)− F1(u2, v2)(t)|

≤
∫ 1

0

G(t, s)

Γ(β − 1)

(∫ s

0

∫ m

0

ek(m− τ)β−2(l1|u1(τ)− u2(τ)|+ l2|v1(τ)− v2(τ)|)dτdm

+
a1A

k(A2 −A1A2)

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(l4|u1(τ)− u2(τ)|+ l5|v1(τ)− v2(τ)|)dτdsdt

+
a2A1

k(A2 −A1A2)

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(l1|u1(τ)− u2(τ)|+ l2|v1(τ)− v2(τ)|)dτdsdt

+
A

k(A2 −A1A2)

∫ 1

0

∫ s

0

(s− τ)β−2(l1|u1(τ)− u2(τ)|+ l2|v1(τ)− v2(τ)|)dτds

+
A1

k(A2 −A1A2)

∫ 1

0

∫ s

0

(s− τ)β−2(l4|u1(τ)− u2(τ)|+ l5|v1(τ)− v2(τ)|)dτds
)
ds

≤
∫ 1

0

G(t, s)

Γ(β − 1)

(∫ s

0

∫ m

0

ek(m− τ)β−2(l1 + l2)‖(u1, v1)− (u2, v2)‖eτα−1dτdm

+
a1A

k(A2 −A1A2)

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(l4 + l5)‖(u1, v1)− (u2, v2)‖eτα−1dτdsdt

+
a2A1

k(A2 −A1A2)

∫ σ

0

∫ t

0

∫ s

0

(s− τ)β−2(l1 + l2)‖(u1, v1)− (u2, v2)‖eτα−1dτdsdt

+
A

k(A2 −A1A2)

∫ 1

0

∫ s

0

(s− τ)β−2(l1 + l2)‖(u1, v1)− (u2, v2)‖eτα−1dτds

+
A1

k(A2 −A1A2)

∫ 1

0

∫ s

0

(s− τ)β−2(l4 + l5)‖(u1, v1)− (u2, v2)‖eτα−1dτds
)
ds

≤ tα−1Γ(α)

ΛΓ(α− γ)Γ(α+ β + 1)

(
ek +

a1Aσ
α+β

k(A2 −A1A2)
+

a2A1σ
α+β

k(A2 −A1A2)

+
A(α+ β)

k(A2 −A1A2)
+

A1(α+ β)

k(A2 −A1A2)

)
2l‖(u1, v1)− (u2, v2)‖e

= M3l‖(u1, v1)− (u2, v2)‖etα−1,

and

|F2(u1, v1)(t)− F2(u2, v2)(t)|

≤ tα−1Γ(α)

Λ1Γ(α− γ)Γ(α+ β + 1)

(
ek +

a1A2σ
α+β

k(A2 −A1A2)
+

a2Aσ
α+β

k(A2 −A1A2)

+
A2(α+ β)

k(A2 −A1A2)
+

A(α+ β)

k(A2 −A1A2)

)
2l‖(u1, v1)− (u2, v2)‖e

= M4l‖(u1, v1)− (u2, v2)‖etα−1.

The above two inequalities imply that

‖F (u1, v1)− F (u2, v2)‖e ≤ max{M3,M4}l‖(u1, v1)− (u2, v2)‖e.



EXISTENCE RESULTS FOR FRACTIONAL DIFFERENTIAL SYSTEM 927

Notice that max{M3,M4}l < 1, the operator F is a contraction. Hence, F has a
unique fixed point (u, v) in Ee which is a solution of the boundary value problem
(1.1)–(1.2).
We now prove the uniqueness of solution of (1.1)–(1.2) in Ee. Suppose that (ũ, ṽ) ∈ Ee
is another solution and let Dα

0+ũ(t) = x(t), Dα
0+ṽ(t) = y(t). Then we have

CDβ−1
0+ (D + k)x(t) = f(t, ũ(t), ṽ(t)), for a.e. t ∈ [0, 1],

CDβ−1
0+ (D + k)y(t) = g(t, ũ(t), ṽ(t)), for a.e. t ∈ [0, 1],

and 
x(0) = 0, x(1) = a1

∫ σ
0
y(s)ds,

y(0) = 0, y(1) = a2

∫ σ
0
x(s)ds.

Let

h1(t) = f(t, ũ(t), ṽ(t)), h2(t) = g(t, ũ(t), ṽ(t)).

Then we obtain h1(t) ∈ C[0, 1], h2(t) ∈ C[0, 1]. From Remark 2.6, we have x, y satisfy
(2.3) and (2.4). It implies that x(t), y(t) ∈ C[0, 1]. Since (ũ, ṽ) satisfy (1.1) and (1.2),
we have

ũ(0) = ũ′(0) = · · · = ũ(n−2)(0) = ṽ(0) = ṽ′(0) = · · · = ṽ(n−2)(0) = 0,

Dγ ũ(1) =

∞∑
j=1

ηj ũ(ξj) + η0

∫ 1

0

Dγ ũ(τ)dA(τ),

Dγ ṽ(1) =

∞∑
j=1

εj ṽ(ξj) + ε0

∫ 1

0

Dγ ṽ(τ)dB(τ).

By Lemma 2.7 and 2.8, we can get

ũ(t) = −
∫ 1

0

G(t, s)x(s)ds, ṽ(t) = −
∫ 1

0

H(t, s)y(s)ds.

Hence, (ũ, ṽ) ∈ Ee is the fixed point of the operator F . Thus, (u, v) is the unique
solution of the boundary value problem (1.1)–(1.2) if max{M3,M4}l < 1. The proof
is completed.
Remark 3.3. From the above argument, it may be favorable to consider the solution
of the boundary value problem (1.1)–(1.2) in Ee. If we consider the problem in E,
the result of Theorem 3.2 remains true except that the condition max{M3,M4}l < 1
is replaced by max{M5,M6}l < 1, where

M5 =
2

ΛΓ(α− γ)Γ(β + 2)

(
ek +

a1Aσ
β+1

k(A2 −A1A2)
+

a2A1σ
β+1

k(A2 −A1A2)

+
A(β + 1)

k(A2 −A1A2)
+

A1(β + 1)

k(A2 −A1A2)

)
,
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M6 =
2

Λ1Γ(α− γ)Γ(β + 2)

(
ek +

a1A2σ
β+1

k(A2 −A1A2)
+

a2Aσ
β+1

k(A2 −A1A2)

+
A2(β + 1)

k(A2 −A1A2)
+

A(β + 1)

k(A2 −A1A2)

)
.

In view of the conditions α > 2, 1 < β ≤ 2 and σ ∈ [0, 1], we have σα+β ≤ σβ+1 and

Γ(α)

Γ(α+ β + 1)
<

1

(α+ β)(α+ β − 1)
<

1

6
≤ 1

Γ(β + 2)
,

Γ(α)

Γ(α+ β)
<

1

α+ β − 1
<

1

2
≤ 1

Γ(β + 1)
,

which yield max{M3,M4} < max{M5,M6}. Thus, Theorem 3.2 provides the same
results with weaker condition.

4. Examples

In this section, we give an example to illustrate our main results.
Example 4.1. Consider

CD0.5
0+(D + 1)D3.5

0+u(t) = 1
30
√

900+t
( |u(t)|

1+|u(t)| + sin v(t)), t ∈ [0, 1],

CD0.5
0+(D + 1)D3.5

0+v(t) = 1
40
√

1600+t2
( |v(t)|

1+|v(t)| + sinu(t)), t ∈ [0, 1],

(4.1)

subject to the following coupled boundary conditions

u(0) = u′(0) = · · · = u(n−2)(0) = D3.5
0+u(0) = 0,

D3.5
0+u(1) =

∫ 0.5

0
D3.5

0+v(s)ds, D1.5
0+u(1) =

∞∑
j=1

1
2j2u( 1

j ) + 1
2

∫ 1

0
D1.5

0+u(τ)dA(τ),

v(0) = v′(0) = · · · = v(n−2)(0) = D3.5
0+v(0) = 0,

D3.5
0+v(1) =

∫ 0.5

0
D3.5

0+u(s)ds, D1.5
0+v(1) =

∞∑
j=1

1
2j2 v( 1

j ) + 1
2

∫ 1

0
D1.5

0+v(τ)dB(τ),

(4.2)
where α = 3.5, β = 1.5, γ = 1.5, ηj = εj = 1

2j2 , ξj = 1
j , j = 1, 2, · · · , η0 = ε0 = 1

2 ,

A(t) = B(t) = t3

3 , σ = 0.5, a1 = a2 = 1, k = 1,

f(t, u(t), v(t)) =
1

30
√

900 + t
(
|u(t)|

1 + |u(t)|
+ sin v(t)),

g(t, u(t), v(t)) =
1

40
√

1600 + t2
(
|v(t)|

1 + |v(t)|
+ sinu(t)).

Clearly, ∫ 1

0

dA(t) =

∫ 1

0

dB(t) =
1

3
,

∞∑
j=1

ηjξ
α−1
j =

∞∑
j=1

εjξ
α−1
j = 0.5412,
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Γ(α)

Γ(α− γ)
(1− η0

∫ 1

0

tα−γ−1dA(t)) =
Γ(α)

Γ(α− γ)

(
1− ε0

∫ 1

0

tα−γ−1dB(t)
)

= 2.9079,

a1a2 = 1 <
( 1− e−k

σ − 1
k (1− e−kσ)

)2

= 35.212,

A = 0.63212, A1 = A2 = 0.10653, Λ = Λ1 = 2.3667,

σα+β = 0.0313 < σβ+1 = 0.1768,

Γ(α)

Γ(α+ β + 1)
= 0.0277 <

1

(α+ β)(α+ β − 1)
= 0.0500 <

1

6
<

1

Γ(β + 2)
= 0.3009,

Γ(α)

Γ(α+ β)
= 0.1385 <

1

α+ β − 1
= 0.2500 <

1

2
<

1

Γ(β + 1)
= 0.7523,

M3 = M4 = 0.2876, M5 = M6 = 1.9862,

|f(t1, u1, v1)− f(t2, u2, v2)|

=

∣∣∣∣ 1

30
√

900 + t1

(
|u1|

1 + |u1|
+ sin v1

)
− 1

30
√

900 + t2

(
|u2|

1 + |u2|
+ sin v2

)∣∣∣∣
=

∣∣∣∣ 1

30
√

900 + t1

(
|u1|

1 + |u1|
+ sin v1 −

|u2|
1 + |u2|

− sin v2

)
+

(
1

30
√

900 + t1
− 1

30
√

900 + t2

)(
|u2|

1 + |u2|
+ sin v2

)∣∣∣∣
≤ 1

900

(∣∣∣∣ |u1|
1 + |u1|

− |u2|
1 + |u2|

∣∣∣∣+ | sin v1 − sin v2|
)

+ 2

∣∣∣∣ 1

30
√

900 + t1
− 1

30
√

900 + t2

∣∣∣∣
≤ 1

900
(||u1| − |u2||+ |v1 − v2|) +

2|t2 − t1|
30
√

900 + t1
√

900 + t2(
√

900 + t2 +
√

900 + t1)

≤ 1

900
(|u1 − u2|+ |v1 − v2|) +

1

9002
|t1 − t2|,

|g(t1, u1, v1)− g(t2, u2, v2)|

=

∣∣∣∣∣ 1

40
√

1600 + t21

(
|v1|

1 + |v1|
+ sinu1

)
− 1

40
√

1600 + t22

(
|v2|

1 + |v2|
+ sinu2

)∣∣∣∣∣
≤ 1

1600
(||v1| − |v2||+ |u1 − u2|) + 2

∣∣∣∣∣ (
√

1600 + t22 −
√

1600 + t21)

40
√

1600 + t21
√

1600 + t22

∣∣∣∣∣
≤ 1

1600
(|v1 − v2|+ |u1 − u2|) +

1

1600× 800
|t1 − t2|.

Thus, we have

l0 =
1

9002
, l1 = l2 =

1

900
, l3 =

1

1600× 800
, l4 = l5 =

1

1600
, l =

1

900
,

and

max{M3,M4} = 0.2876 < max{M5,M6} = 1.9862,

max{M3,M4}l < 1, max{M5,M6}l < 1.
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Hence, by Theorem 3.2 or Remark 3.3, the boundary value problem (4.1)–(4.2) has a
unique solution.

5. Conclusion

We have studied the solution of the linear Caputo fractional differential system
with coupled boundary conditions. The result shows that the absolutely continuous
assumptions on h1, h2 in (2.1) are needed. We have also discussed the existence and
uniqueness of solution for a class of nonlinear Caputo fractional differential system
supplemented with coupled strip and infinite point boundary value conditions. The
results specialize to several different cases for appropriate values of the parameters.
For instance, our results correspond to the ones for nonlocal infinite-point boundary
conditions if we fix a1 = a2 = η0 = ε0 = 0 in (1.2). We obtain the results associated
with coupled strip and integral boundary conditions for ηj = εj = 0, j = 1, 2, · · · in
(1.2). In case we take a1 = a2 = ηj = εj = 0, j = 0, 1, · · · , we get the results for
a fractional-order coupled system equipped with two-point boundary conditions. At
the foundation of this paper, one can consider boundary value problems of fractional
differential systems involving p-Laplacian operator, and also can make further research
on eigenvalue problems of fractional differential systems.
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