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Abstract. Let C be a nonempty subset of a Banach space X. A mapping T : C → C is said to
satisfy (Bγ,µ) condition if there exists γ ∈ [0, 1] and µ ∈ [0, 1

2
] satisfying 2µ ≤ γ such that for each

x, y ∈ C,

γ||x− Tx|| ≤ ||x− y||+ µ||y − Ty||
implies ||Tx− Ty|| ≤ (1− γ)||x− y||+ µ(||x− Ty||+ ||y − Tx||).

In this paper, we obtain some convergence theorems for such mappings using M iterative process

in uniformly convex Banach space setting. Our results extend and improve many results in the
literature.
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1. Introduction and preliminaries

Throughout the paper, N will represent the set of all positive integers. Let C
be a self mapping on a subset C of a Banach space X. A point q ∈ C is called
a fixed point of T if Tq = q. We shall denote by F (T ) the fixed point set of T .
The mapping T : C → C is called quasi-nonexpansive (resp. nonexpansive) whenever
||Tx−Tq|| ≤ ||x−q|| for all x ∈ C and q ∈ F (T ) (resp. ||Tx−Ty|| ≤ ||x−y||, for each
x, y ∈ C). The existence of fixed points for self nonexpansive mappings in the context
of Banach spaces was studied independently by Browder [4], Gohde [7] and Kirk [12].
They differently proved that every self nonexpansive map acting on a bounded closed
convex subset of a uniformly convex Banach space admits a fixed point. The first
remarkable generalization of nonexpansive mappings was considered by Suzuki [21].
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In fact, Suzuki [21] introduced a new class of mappings (which contains the class
of nonexpansive mappings) known as Suzuki generalized nonexpansive mappings (a
class of mappings which satisfy the (C) condition). A mapping T : C → C is said to
satisfy (C) condition (or said to be Suzuki generalized nonexpansive mapping) if

1

2
||x− Tx|| ≤ ||x− y|| ⇒ ||Tx− Ty|| ≤ ||x− y||,

for each x, y ∈ C.
Recently, Patir et al. [16] introduced the wider class of generalized nonexpansive

mappings (which contains the class of Suzuki generalized nonexpansive mappings and
hence the class of nonexpansive mappings) in the setting of Banach spaces. This class
of mappings satisfies (Bγ,µ) condition which is more general than the (C) condition.
A mapping T : C → C is said to satisfy (Bγ,µ) condition if there exists γ ∈ [0, 1] and
µ ∈ [0, 12 ] satisfying 2µ ≤ γ such that for each x, y ∈ C,

γ||x− Tx|| ≤ ||x− y||+ µ||y − Ty||

implies ||Tx− Ty|| ≤ (1− γ)||x− y||+ µ(||x− Ty||+ ||y − Tx||).
They also showed that, if a mapping satisfies the (C) condition, then it satisfies the
(Bγ,µ) condition but the converse does not hold in general.
Example 1.1. Define a mapping T : [0, 2]→ R by

Tx =

{
0 for x 6= 2
1 for x = 2.

Here T satisfies (Bγ,µ) condition, but does not satisfy (C) condition.
Finding of solutions for operator equations is an active and important research field

on its own. From the celebrated Banach contraction mapping principle (BCMP), we
know that, if T is a contraction map then the approximate solution of an operator
equation x = Tx can be obtained by the Picard iterative process, that is, xn+1 = Txn.
Nevertheless, if T is nonexpansive then the Picard iterative process does not work.
To approximate fixed points of nonexpansive mappings and to get better rate of
convergence, many iterative processes can be found in the literature (e.g., Mann [13],
Ishikawa [9], S [3], Noor [14], Abbas [1], SP [17], S∗ [10], CR [5], Normal-S [18],
Picard-Mann hybrid [11], Picard-S [8], Thakur et al. [23] and so on).

The following iterative process is essentially due to Mann [13]:{
x1 ∈ C,
xn+1 = (1− αn)xn + αnTxn, n ∈ N, (1.1)

where αn ∈ (0, 1).
The following iterative process is essentially due to Ishikawa [9]: x1 ∈ C,

yn = (1− βn)xn + βnTxn,
xn+1 = (1− αn)xn + αnTyn, n ∈ N,

(1.2)

where αn, βn ∈ (0, 1).
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In 2007, Agarwal et al. [3] slightly modified the Ishikawa iterative process and call
it S iterative process: x1 ∈ C,

yn = (1− βn)xn + βnTxn,
xn+1 = (1− αn)Txn + αnTyn, n ∈ N,

(1.3)

where αn, βn ∈ (0, 1).
Agarwal et al. [3] proved that the S iterative is better than the Mann iterative

process for Banach contraction mappings.

In 2014, Gursoy and Karakaya [8] proposed the Picard-S hybrid iterative process
as follows: 

x1 ∈ C,
zn = (1− βn)xn + βnTxn,
yn = (1− αn)Txn + αnTzn,
xn+1 = Tyn, n ∈ N,

(1.4)

where αn, βn ∈ (0, 1).
Gursoy and Karakaya [8] proved that Picard-S hybrid iterative process is better

than all of the Picard, Mann, Ishikawa, Noor, SP, CR, S, S∗, Abbas, and Normal-S
iterative process for Banach contraction mappings.

In 2016, Thakur et al. [23] proposed a new iterative process as follows:
x1 ∈ C,
zn = (1− βn)xn + βnTxn,
yn = T ((1− αn)xn + αnzn) ,
xn+1 = Tyn, n ∈ N,

(1.5)

where αn, βn ∈ (0, 1).
With the help of an example of Suzuki generalized nonexpansive mapping, they

proved that the iterative process (1.5) is better than all of the Picard, Mann, Ishikawa,
Agarwal, Noor and Abbas iterative process.

Very recently in 2018, Ullah and Arshad [24] introduced M iterative process as
follows: 

x1 ∈ C,
zn = (1− αn)xn + αnTxn,
yn = Tzn,
xn+1 = Tyn, n ∈ N,

(1.6)

where αn ∈ (0, 1).
Ullah and Arshad [24] proved the M iterative process is better than the leading

two step S and leading three step Picard-S iterative process for Suzuki generalized
nonexpansive mappings. The purpose of this paper is to prove some weak and strong
convergence results for a mapping with the (Bγ,µ) condition, using the iteration pro-
cess (1.6).

Following are some basic facts, definitions and results needed in the sequel.
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Definition 1.1. [6] A Banach space X is called uniformly convex if for every real
number ε ∈ (0, 2], one can find a real number λ > 0 such that for each two points x, y
of X, one has

||x|| ≤ 1
||y|| ≤ 1
||x− y|| > ε

 =⇒||x+ y|| ≤ 2(1− λ).

Definition 1.2. Let X be a Banach space, ∅ 6= C ⊆ X and {xn} be a bounded
sequence in X. Fix x ∈ X, then we denote and define

(i) asymptotic radius of {xn} at x by

r(x, {xn}) = lim sup
n→∞

||x− xn||;

(ii) asymptotic radius of {xn} relative to C by

r(C, {xn}) = inf{r(x, {xn}) : x ∈ C};

(iii) asymptotic center of {xn} relative to C by

A(C, {xn}) = {x ∈ C : r(x, {xn}) = r(C, {xn})}.

One of the celebrated and well known property of the set A(C, {xn}) is that it is always
a singleton set if the underlying space is uniformly convex. By [2, 22], A(C, {xn}) is
nonempty convex whenever C is weakly compact and convex.
Definition 1.3. [15] A Banach space X is said to be endowed with Opial’s property
if for every given sequence {xn} in X which converges weakly to a point x ∈ X, one
has

lim sup
n→∞

||xn − x|| < lim sup
n→∞

||xn − w|| for every w ∈ X − {x}.

The well known examples of Banach spaces having Opial’s property are lp spaces
(1 < p <∞) and Hilbert spaces.
Now we recall the definition of condition (I), which is essentially due to Sentor and
Dotson [20].
Definition 1.4. Let C be a nonempty subset of a Banach space X. A self mapping
T of C is said to satisfy condition (I) if one can find a nondecreasing function ψ :
[0,∞) → [0,∞) such that ψ(0) = 0, ψ(z) > 0 for all z > 0 and ||x − Tx|| ≥
ψ(d(x, F (T ))) for each x ∈ C, where d(x, F (T )) denotes distance of x from F (T ).
Lemma 1.1. [16] Let C be a nonempty subset of a Banach space X and T : C → C
satisfies (Bγ,µ) condition. If q is a fixed point of T : C → C, then for each x ∈ C

||q − Tx|| ≤ ||q − x||.

Theorem 1.1. [16] Let C be a nonempty subset of a Banach space X. Let T : C → C
satisfies condition (Bγ,µ). If {xn} is sequence in X such that

(i) {xn} converges weakly to s,
(ii) lim

n→∞
||Txn − xn|| = 0,

then Ts = s.

We need the following useful lemma from [19].
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Lemma 1.2. Let X be a uniformly convex Banach space and 0 < p ≤ αn ≤ q < 1
for every n ∈ N. If {xn} and {yn} are two sequences in X such that

lim sup
n→∞

||xn|| ≤ c, lim sup
n→∞

||yn|| ≤ c

and

lim
n→∞

||αnxn + (1− αn)yn|| = c

for some c ≥ 0, then lim
n→∞

||xn − yn|| = 0.

2. Main results

We begin this section with a key lemma.
Lemma 2.1. Let C be a nonempty closed convex subset of a Banach space X and
T : C → C satisfies the (Bγ,µ) condition with F (T ) 6= ∅. If {xn} is a sequence
generated by (1.6), then lim

n→∞
||xn − q|| exists for each q ∈ F (T ).

Proof. Let q ∈ F (T ). By Lemma 1.1, we have

||zn − q|| = ||(1− αn)xn + αnTxn − q||
≤ (1− αn)||xn − q||+ αn||Txn − q||
≤ (1− αn)||xn − q||+ αn||xn − q||
≤ ||xn − q||,

and

||yn − q|| = ||Tzn − q||
≤ ||zn − q||.

This implies that,

||xn+1 − q|| = ||Tyn − q|| ≤ ||yn − q||
≤ ||zn − q|| ≤ ||xn − q||.

Thus {||xn − q||} is bounded and nonincreasing and hence lim
n→∞

||xn − q|| exists for

each q ∈ F (T ).
Now, we prove the following theorem which is important in the proof of convergence

theorems.
Theorem 2.1. Let C be a nonempty closed convex subset of a uniformly convex
Banach space X and T : C → C a mapping satisfying the (Bγ,µ) condition. If {xn}
is a sequence generated by (1.6). Then, F (T ) 6= ∅ if and only if {xn} is bounded and
lim
n→∞

||Txn − xn|| = 0.

Proof. Suppose that F (T ) 6= ∅ and q ∈ F (T ). Then, by Lemma 2.1, lim
n→∞

||xn − q||
exists and {xn} is bounded. Put

lim
n→∞

||xn − q|| = c. (2.1)

By the proof of Lemma 2.1 together with (2.1), we have

lim sup
n→∞

||zn − q|| ≤ lim sup
n→∞

||xn − q|| = c. (2.2)
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By Lemma 1.1, we have

lim sup
n→∞

||Txn − q|| ≤ lim sup
n→∞

||xn − q|| = c. (2.3)

Again by the proof of Lemma 2.1, together with (2.1), we have

c = lim inf
n→∞

||xn+1 − q|| ≤ lim inf
n→∞

||zn − q||. (2.4)

From (2.2) and (2.4), we obtain

c = lim
n→∞

||zn − q||. (2.5)

From (2.5), we have

c = lim
n→∞

||zn − q|| = lim
n→∞

||(1− αn)(xn − q) + αn(Txn − q)||.

Hence,

c = lim
n→∞

||(1− αn)(xn − q) + αn(Txn − q)||. (2.6)

Now from (2.1), (2.3) and (2.6) together with Lemma 1.2, we obtain

lim
n→∞

||Txn − xn|| = 0.

Conversely, let q ∈ A(C, {xn}). Proceeding as in the converse part of Theorem 3.17
of [16], it can be shown that Tq ∈ A(C, {xn}). Since X is uniformly convex Banach
space, so Tq = q.

By using Theorem 2.1, we have the following weak convergence theorem.
Theorem 2.2. Let C a nonempty closed convex subset of a uniformly convex Banach
space X having Opial property. If T : C → C satisfies the (Bγ,µ) condition with
F (T ) 6= ∅. Then {xn} generated by (1.6) converges weakly to an element of F (T ).
Proof. By Theorem 2.1, {xn} is bounded and

lim
n→∞

||Txn − xn|| = 0.

Since X is uniformly convex, X is reflexive. So, subsequence {xni
} of {xn} exists such

that {xni
} converges weakly to some s1 ∈ C. By Theorem 1.1, we have s1 ∈ F (T ).

It is sufficient to show that {xn} converges weakly to s1. In fact, if {xn} does not
converges weakly to s1. Then, there exists a subsequence {xnj} of {xn} and s2 ∈ C
such that {xnj

} converges weakly to s2 and s2 6= s1.
Again by Theorem 1.1, s2 ∈ F (T ). By Lemma 2.1 and Opial property, we have

lim
n→∞

||xn − s1|| = lim
i→∞

||xni
− s1||

< lim
i→∞

||xni − s2||

= lim
n→∞

||xn − s2||

= lim
j→∞

||xnj
− s2||

< lim
j→∞

||xnj
− s1||

= lim
n→∞

||xn − s1||.

This is a contradiction. So, s1 = s2. Thus, {xn} converges weakly to s1 ∈ F (T ).
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Theorem 2.3. Let C be a nonempty closed and convex subset of a uniformly convex
Banach space X and T : C → C satisfies the (Bγ,µ) condition with F (T ) 6= ∅. If
{xn} is a sequence generated by (1.6). Then {xn} converges to an element of F (T )
if and only if

lim inf
n→∞

d(xn, F (T )) = 0.

Proof. The necessity is obvious.
Conversely, suppose that

lim inf
n→∞

d(xn, F (T )) = 0 and q ∈ F (T ).

By Lemma 2.1, lim
n→∞

||xn − q|| exists for each q ∈ F (T ). By assumption, we have

lim
n→∞

d(xn, F (T )) = 0.

Hence for all ε > 0, there exists k0 ∈ N such that for each n ≥ k0,

d(xn, F (T )) <
ε

2

⇒ inf{||xn − q|| : q ∈ F (T )} < ε

2
.

In particular

inf{||xk0 − q|| : q ∈ F (T )} < ε

2
.

Therefore there exists q ∈ F (T ) such that

||xk0 − q|| <
ε

2
.

Now for k, n ≥ k0,

||xn+k − xn|| ≤ ||xn+k − q||+ ||xn − q||
≤ ||xk0 − q||+ ||xk0 − q||
= 2||xk0 − q|| < ε.

This shows that {xn} is a Cauchy sequence in C. As C is closed subset of a Banach
space X, so there exists a point p ∈ C such that

lim
n→∞

xn = p.

Now lim
n→∞

d(xn, F (T )) = 0 gives that d(p, F (T )) = 0. This shows that p ∈ F (T ).

We now prove the following theorem using condition (I).
Theorem 2.4. Let C be a nonempty closed and convex subset of a uniformly convex
Banach space X and T : C → C satisfies the (Bγ,µ) condition with F (T ) 6= ∅. If
{xn} is a sequence generated by (1.6). Then {xn} converges strongly to an element
of F (T ) provided that T satisfies the condition (I).
Proof. From Theorem 2.1, it follows that

lim inf
n→∞

||xn − Txn|| = 0. (2.7)

Since T satisfies the condition (I), we have

||xn − Txn|| ≥ ψ(d(xn, F (T ))).
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From (2.7), we have

lim inf
n→∞

ψ(d(xn, F (T ))) = 0.

Since ψ is a nondecreasing function with ψ(0) = 0 and ψ(z) > 0 for each z > 0, we
have

lim inf
n→∞

d(xn, F (T )) = 0.

Therefore all the assumptions of Theorem 2.3 are satisfied and so {xn} converges
strongly to an element of F (T ).

3. Example

For numerical interpretation of our results, we first construct an example of map-
ping which satisfies (Bγ,µ) condition but not the (C) condition. We then use this
example to compare the numerical efficiency of M iteration process with the leading
Picard-S, Thakur and S iteration process.

Example 3.1. Define T : [0, 1]→ [0, 1] by

Tx :=

{
0 for x ∈

[
0, 1

500

)
1
2x for x ∈

[
1

500 , 1
]
.

If x = 1
900 and y = 1

500 , then T does not satisfy condition C. Because in this case

1

2
|x− Tx| = 1

1800
<

1

1125
= |x− y|

and

|Tx− Ty| = 1

1000
>

1

1125
= |x− y|.

On the other hand, if γ = 1 and µ = 1
2 , then T satisfies condition (Bγ,µ). We divide

the proof as follows.

Case (a): When x, y ∈ [0, 1
500 ), we have

(1− γ)|x− y|+ µ(|x− Ty|+ |y − Tx|) ≥ 0 = |Tx− Ty|.

Case (b): When x, y ∈ [ 1
500 , 1], we have

(1− γ)|x− y|+ µ(|x− Ty|+ |y − Tx|) =
1

2
(|x− Ty|+ |y − Tx|)

=
1

2

(∣∣∣x− y

2

∣∣∣+
∣∣∣y − x

2

∣∣∣)
≥ 1

2

(∣∣∣(x− y

2

)
−
(
y − x

2

)∣∣∣)
=

1

2

(∣∣∣(x+
x

2

)
−
(
y +

y

2

)∣∣∣)
=

3

4
|x− y| ≥ 1

2
|x− y|

= |Tx− Ty|.
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Case (c): When x ∈ [ 1
500 , 1] and y ∈ [0, 1

500 ), we have

(1− γ)|x− y|+ µ(|x− Ty|+ |y − Tx|) =
1

2
(|x− Ty|+ |y − Tx|)

=
1

2

(
|x− 0|+

∣∣∣y − x

2

∣∣∣)
=

1

2
|x|+ 1

2

∣∣∣y − x

2

∣∣∣
≥ 1

2
|x| = |Tx− Ty|.

Case (d): When y ∈ [ 1
500 , 1] and x ∈ [0, 1

500 ), we have

(1− γ)|x− y|+ µ(|x− Ty|+ |y − Tx|) =
1

2
(|x− Ty|+ |y − Tx|)

=
1

2

(
|x− y

2
|+ |y − 0|

)
=

1

2
|x− y

2
|+ 1

2
|y|

≥ 1

2
|y| = |Tx− Ty|.

Hence, T satisfies the (B1, 12
) condition and q = 0 is a fixed point of T . Let

αn = n
1
3 and βn =

√
2n

4n+ 5
.

We obtained the influence of initial point for the S (1.3), Picard-S (1.4), Thakur (1.5)
and M (1.6) iteration. Tables 1 and 2 shows that the rate of convergence of iteration
process (1.4) and (1.5) is almost the same. Note: Items in bold show that the M
iteration (1.6) converges faster than others.

Table 1. Influence of initial points for various iteration processes

Number of iterations required to obtain fixed point.
Initial points S (1.3) Picard-S (1.4) Thakur (1.5) M (1.6)

0.10 6 3 3 3
0.15 6 4 4 3
0.20 6 4 4 3
0.50 7 4 4 4
0.80 8 5 5 4
0.90 8 5 5 4
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Table 2. Influence of parameters: comparison of various iteration processes

Initial points
Iterations 0.1 0.15 0.2 0.5 0.8 0.9
For αn = n

(n+1)
10
9
, βn = 1

(n+3)
2
3

S 6 7 7 9 9 9
Thakur 4 4 4 5 5 5
Picard-S 4 4 4 5 5 5
M 3 3 4 4 4 4
for αn = 1− 1√

5n+3
, βn = 1

n3

S 6 7 7 9 9 10
Thakur 3 4 4 5 5 5
Picard-S 3 4 4 5 5 5
M 3 3 3 4 4 4
for αn = 1

n , βn = 1√
n+24

S 7 7 8 9 10 10
Thakur 4 4 4 5 5 5
Picard-S 4 4 4 5 5 5
M 3 3 3 4 4 4

for αn =
√

n
4n+3 , βn = 1

(4n+9)
3
4

S 7 7 8 9 10 9
Thakur 4 4 4 5 5 5
Picard-S 4 4 4 5 5 5
M 3 4 4 4 5 5
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