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#### Abstract

In this paper the Mann type iterative scheme with error term to approximate a common fixed point of one-parameter asymptotically nonexpansive cosine family is investigated in Hilbert spaces. By using the theory of cosine families, some strong convergence theorems of the sequences generated by these schemes are established on closed convex subsets and compact convex subsets, respectively. As special cases, strong convergence results for nonexpansive cosine families are also obtained. Key Words and Phrases: Asymptotically nonexpansive cosine family, common fixed point, Mann type iterative scheme with error term, strong convergence. 2020 Mathematics Subject Classification: 47H10, 47D09, 65J05.


## 1. Introduction and preliminaries

Throughout this paper we denote by $\mathbb{N}, \mathbb{N}^{+}, \mathbb{R}$ and $\mathbb{R}^{+}$the sets of nonnegative integers, positive integers, real numbers and nonnegative real numbers, respectively. Let $H$ be a real Hilbert space with the origin $\theta$. Let $D$ be a nonempty closed convex subset of $H$ with $\theta \in D$. A operator $T$ on $D$ is called nonexpansive if $\|T x-T y\| \leq$ $\|x-y\|$ for all $x, y \in D$; and is called asymptotically nonexpansive if there exists $\left\{\lambda_{n}\right\} \subset \mathbb{R}^{+}$such that $\lambda_{n} \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\left\|T^{n} x-T^{n} y\right\| \leq\left(1+\lambda_{n}\right)\|x-y\|, \text { for all } x, y \in D \text { and } n \in \mathbb{N}^{+}
$$

The class of asymptotically nonexpansive operators was introduced by Goebel and Kirk in [10] as an important generalization of the class of nonexpansive operators. It is well known that the set of fixed points of an asymptotically nonexpansive operator on a nonempty closed convex bounded subset is nonempty (see [10]). For approximating the fixed points of nonexpansive or asymptotically nonexpansive operators, iterative
techniques have been studied by a number of authors and many meaningful results were obtained (for example, see $[3,4,18,19,20,26,30,6,28,8,1,31,32]$ ). Huang [11] generalized the classical Mann scheme to the one with errors for an asymptotically nonexpansive operator $T$ and studied the following explicit iterative scheme:

$$
\left\{\begin{array}{l}
x_{1} \in D \text { arbitrary chosen } \\
x_{n+1}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} T^{n} x_{n}+u_{n}, n \in \mathbb{N}^{+}
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ is a real sequence in the interval $[0,1]$ and $\left\{u_{n}\right\}$ is an error sequence in $D$. Fukhar-ud-din and Khan [9] introduced and studied the following implicit iterative scheme with errors for $N$ asymptotically quasi-nonexpansive operators $\left\{T_{1}, T_{1}, \cdots, T_{N}\right\}:$

$$
\left\{\begin{array}{l}
x_{0} \in D \text { arbitrary chosen }  \tag{1.1}\\
x_{n}=\alpha_{n} x_{n-1}+\beta_{n} T_{i}^{k} x_{n}+\gamma_{n} u_{n} \\
k, n \in \mathbb{N}^{+}, n=(k-1) N+i, i \in\{1,2, \cdots, N\}
\end{array}\right.
$$

where $\left\{u_{n}\right\}$ is an error sequence in $D,\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ are real sequences in the interval $[0,1]$ such that $\alpha_{n}+\beta_{n}+\gamma_{n}=1$. Chang et al. [5] introduced and studied the implicit iteration process with error for a finite family of asymptotically nonexpansive mappings and some extend results were presented. Recently, by modifying Mann's algorithm, some iterative methods have been continuously proposed and analyzed to solve the variational inequality, the equilibrium problem and the minimization problem, for instance, see Cianciaruso et al. [7], Kamraksa and Wangkeere [14], Hussain et al. [13, 12].

Recall that the problem of approximating common fixed points of the one- parameter semigroups $\left\{T(t): t \in \mathbb{R}^{+}\right\}$arose from the behavior study of solutions of the first-order differential inclusion. In the past few decades, weak and strong convergence problems concerning the semigroups have been extensively studied (for instance, see [17, 22, 2, $7,14,15]$ and the references therein). It is akin to one-parameter semigroup, Xiao et al [29] considered the problems of approximating common fixed points of the one-parameter nonexpansive cosine family $\{C(t): t \in \mathbb{R}\}$, which is directly linked to solutions of the abstract second-order differential inclusions.

The main aim of this paper is to continue the study in this direction and consider iterative techniques for the asymptotically nonexpansive cosine family in Hilbert spaces. Motivated by Reich [18], Fukhar-ud-din and Khan [9], Suzuki [23], Kamraksa and Wangkeere [14], we suggest and analyze the following Mann type iterative scheme with error term, which is an implicit iteration modified by (1.1) and defined by

$$
\text { (IIS) }\left\{\begin{array}{l}
x_{0} \in D \text { chosen arbitrarily } \\
x_{n}=\left(1-a_{n}-b_{n}\right) x_{n-1}+a_{n} C\left(t_{n}\right) x_{n}+b_{n} u_{n}, n \in \mathbb{N}^{+}
\end{array}\right.
$$

where $\left\{u_{n}\right\}$ is a sequence in $D,\left\{a_{n}\right\},\left\{b_{n}\right\}$ and $\left\{t_{n}\right\}$ are sequences in $\mathbb{R}^{+}$such that $a_{n}+$ $b_{n} \leq 1$. By using the theory of cosine families, we establish some strong convergence theorems of the sequences generated by (IIS) on closed convex subsets and compact convex subsets, respectively. As special cases, we obtain strong convergence results for nonexpansive cosine families.

The following definitions and results will be needed in the sequel. Let $\{C(t): t \in \mathbb{R}\}$ be a family of operators on $D$. By $\int_{a}^{b} C(t) d t$ we denote the Bochner integral $\int_{a}^{b} C(t) x d t$ for all $x \in D$ in the compact interval $[a, b]$.
Definition 1.1. ([29]) A one-parameter family $\{C(t): t \in \mathbb{R}\}$ of operators on $D$ is said to be a strongly continuous cosine family if the following conditions are satisfied:
(C-1) $C(0) x=x$, for all $x \in D$ and $C(t) \theta=\theta$ for all $t \in \mathbb{R}$;
(C-2) $C(t+r)+C(t-r)=2 C(t) C(r)$, for all $t, r \in \mathbb{R}$;
(C-3) $C(t+r)-C(t-r)= \pm \int_{t-r}^{t+r} d \tau \int_{0}^{\tau} C(\lambda) d \lambda$, for all $t, r \in \mathbb{R}$;
(C-4) $\{C(t)\}$ is strongly continuous on $D$, i.e., for each $x \in D$, the operator $C(\cdot) x$ from $\mathbb{R}$ into $D$ is continuous.

If $\{C(t): t \in \mathbb{R}\}$ is a cosine family, then $\{S(t): t \in \mathbb{R}\}$ is the associated sine family defined by

$$
S(t)=\int_{0}^{t} C(\tau) d \tau, t \in \mathbb{R}
$$

A cosine family $\{C(t): t \in \mathbb{R}\}$ is said to have a common fixed point if there exists $p \in D$ such that $C(t) p=p$ for all $t \in \mathbb{R}$. The common fixed point set of $\{C(t): t \in \mathbb{R}\}$ is denoted by $F(C)$, i.e.,

$$
F(C)=\bigcap_{t \in \mathbb{R}} F(C(t))
$$

From (C-1) we see that $F(C) \neq \emptyset$.
Definition 1.2. A cosine family $\{C(t): t \in \mathbb{R}\}$ is said to be $L$-Lipschitzian if there exists a constant $L>0$ such that

$$
\|C(t) x-C(t) y\| \leq L\|x-y\|, \text { for all } x, y \in D \text { and } t \in \mathbb{R}^{+}
$$

If $L=1$, then $\{C(t): t \in \mathbb{R}\}$ is said to be nonexpansive. A cosine family $\{C(t): t \in \mathbb{R}\}$ is said to be locally asymptotically nonexpansive on $[0, \gamma]$ (where $\gamma>0$ ) if there exists a bounded measurable function $\lambda:[0, \gamma] \rightarrow[0,+\infty)$ such that $\limsup _{t \rightarrow 0+} \lambda(t)=0$ and

$$
\|C(t) x-C(t) y\| \leq[1+\lambda(t)]\|x-y\|
$$

for all $x, y \in D$ and $t \in[0, \gamma]$ (cf. [17, 21, 27]).
It is clear that a locally asymptotically nonexpansive cosine family is locally $L$ Lipschitzian, where $L=L(\gamma)=1+\sup _{t \in[0, \gamma]} \lambda(t)$.
Lemma 1.1. ([29]) Let $\{C(t): t \in \mathbb{R}\}$ be a cosine family on $D$. Then the following assertions are true.
(1) For each $x \in D$, the operator $S(\cdot) x$ from $\mathbb{R}$ into $D$ is continuous.
(2) $C(t)=C(-t), S(t)=-S(-t)$, for all $t \in \mathbb{R}$.
(3) $S(t+r)+S(t-r)=2 S(t) C(r)$, for all $t, r \in \mathbb{R}$.
(4) $C(t)-C(r)= \pm 2 S\left(\frac{t+r}{2}\right) S\left(\frac{t-r}{2}\right)$, for all $t, r \in \mathbb{R}$.
(5) $C(t), C(r), S(t)$ and $S(r)$ are commutative, for all $t, r \in \mathbb{R}$.

Lemma 1.2. ([16]) Let $H$ be a real Hilbert space, $x, y \in H$ and $a \in[0,1]$. Then

$$
\|(1-a) x+a y\|^{2}=(1-a)\|x\|^{2}+a\|y\|^{2}-a(1-a)\|x-y\|^{2}
$$

Using Lemma 1.2, we can prove the the following identity.
Lemma 1.3. Let $H$ be a real Hilbert space, $x, y, z \in H, a, b, c \in[0,1]$ with $a+b+c=1$. Then

$$
\|a x+b y+c z\|^{2}=a\|x\|^{2}+b\|y\|^{2}+c\|z\|^{2}-a b\|x-y\|^{2}-b c\|y-z\|^{2}-c a\|z-x\|^{2} .
$$

Lemma 1.4. ([29]) Let $\left\{t_{n}\right\} \subset \mathbb{R}^{+}$be a sequence such that

$$
\liminf _{n \rightarrow \infty} t_{n}=0 \text { and } 0<\limsup _{n \rightarrow \infty} t_{n}<+\infty
$$

Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a function such that $\lim _{n \rightarrow \infty} g\left(t_{n}\right)=0$. Suppose that either

$$
\liminf _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0 \text { or } \liminf _{n \rightarrow \infty}\left(t_{n}-t_{n+1}\right)=0
$$

Then for each $i \in \mathbb{N}$ there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that

$$
\lim _{k \rightarrow \infty} t_{n_{k}}=0 \text { and } \lim _{k \rightarrow \infty} \frac{g\left(t_{n_{k}}\right)}{\left(t_{n_{k}}\right)^{i}}=0
$$

Lemma 1.5. ([25]) Let $\left\{r_{n}\right\},\left\{s_{n}\right\},\left\{\mu_{n}\right\}$ be three nonnegative real sequences satisfying

$$
r_{n+1} \leq\left(1+\mu_{n}\right) r_{n}+s_{n}, \text { for all } n \in \mathbb{N}^{+} ; \sum_{n=1}^{\infty} s_{n}<+\infty, \sum_{n=1}^{\infty} \mu_{n}<+\infty
$$

Then $\lim _{n \rightarrow \infty} r_{n}$ exists.

## 2. Properties concerning Lipschitzian cosine family

Lemma 2.1. Let $D$ be a nonempty closed convex subset of a Hilbert space $H$. Let $\{C(t)\}$ be a strongly continuous cosine family of operators on $D$. If $\{C(t): t \in \mathbb{R}\}$ is L-Lipschitzian, then $\|S(t) x\| \leq L|t|\|x\|$ and

$$
\begin{equation*}
\|S(k t) x\| \leq k \max \{L, 1\}\|S(t) x\|, \text { for all } t \in \mathbb{R}, k \in \mathbb{N}^{+} \text {and } x \in D \tag{2.1}
\end{equation*}
$$

Proof. Assume that $L \geq 1$, without loss of generality. For $t>0$ we have

$$
\begin{aligned}
\|S(t) x\| & =\left\|\int_{0}^{t}[C(\tau) x-C(\tau) \theta] d \tau\right\| \leq \int_{0}^{t}\|C(\tau) x-C(\tau) \theta\| d \tau \\
& \leq \int_{0}^{t} L\|x\| d \tau=L t\|x\|
\end{aligned}
$$

Since $S(-t)=-S(t)$ and $S(0)=0$, we have $\|S(t) x\| \leq L|t|\|x\|$ for $t \in \mathbb{R}$.
The inequality (2.1) is obvious for $k=1$. For $s, t \in \mathbb{R}$, from Lemma 1.1 (2) (3) (5) we have

$$
\begin{equation*}
S(2 t)=2 S(t) C(t) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
S(t)-S(r)=2 C\left(\frac{t+r}{2}\right) S\left(\frac{t-r}{2}\right) \tag{2.3}
\end{equation*}
$$

Thus, using (2.2) and (C-1) we have

$$
\begin{equation*}
\|S(2 t) x\|=2\|C(t) S(t) x-C(t) \theta\| \leq 2 L\|S(t) x\| \tag{2.4}
\end{equation*}
$$

which shows that (2.1) holds for $k=2$. Let $k \in \mathbb{N}^{+}$and $k>2$. Using (2.3) and (C-1) we have

$$
\begin{align*}
\|S(k t) x-S[(k-2) t] x\| & =2\|C[(k-1) t] S(t) x-C[(k-1) t] \theta\| \\
& \leq 2 L\|S(t) x\| \tag{2.5}
\end{align*}
$$

Since $\|S(\gamma t) x\| \leq \gamma L\|S(t) x\|$ for $\gamma=1$ or $\gamma=2$, using (2.5) we have

$$
\begin{aligned}
\|S(k t) x\| & \leq\|S(k t) x-S(\gamma t) x\|+\|S(\gamma t) x\| \\
& \leq\|S(\gamma t) x\|+\sum_{i=1}^{\frac{k-\gamma}{2}}\|S[(k+2-2 i) t] x-S[(k-2 i) t]\| \\
& \leq \gamma L\|S(t) x\|+\frac{k-\gamma}{2} 2 L\|S(t) x\|=k L\|S(t) x\|
\end{aligned}
$$

which is the desired inequality.
Inspired by the methods of Suzuki in $[22,23,24]$ and Zhu et al in [33], we give the following assertion.

Lemma 2.2. Let $D$ be a nonempty closed convex subset of a Hilbert space $H$ and $\{C(t)\}$ a strongly continuous cosine family of L-Lipschitzian operators on $D$ and $L_{0}=\max \{L, 1\}$. Let $\left\{x_{n}\right\}$ be a sequence in $D$, and $\left\{t_{n}\right\}$ be a real sequence satisfying $0<t_{n}<t$ for all $n \in \mathbb{N}^{+}$. Then
(1) the following inequality holds

$$
\left\|x_{n}-C(t) x_{n}\right\| \leq \frac{L_{0} t^{2}}{t_{n}^{2}}\left\|x_{n}-C\left(t_{n}\right) x_{n}\right\|+2 L_{0} t \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\|
$$

(2) $\lim _{n \rightarrow \infty} \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\|=0$ if $\left\{x_{n}\right\}$ is bounded and $\lim _{n \rightarrow \infty} t_{n}=0$.

Proof. For each $t \in \mathbb{R}$ and $x \in D$,

$$
\begin{align*}
\|S(t) x\| & =\left\|\int_{0}^{t}[C(\tau) x-C(\tau) \theta] d \tau\right\| \leq \int_{0}^{t}\|C(\tau) x-C(\tau) \theta\| d \tau \\
& \leq L \int_{0}^{t}\|x\| d \tau=|t| L\|x\| \tag{2.6}
\end{align*}
$$

For each $x \in D$ and $r \in \mathbb{R}$, from (C-1) and Lemma 1.1 (4) we have

$$
\begin{equation*}
C(r) x-x=C(r) x-C(0) x= \pm 2 S\left(\frac{r}{2}\right) S\left(\frac{r}{2}\right) x \tag{2.7}
\end{equation*}
$$

(1) For a real number $t>0$, we denote by $[t]$ the maximum integer not exceeding $t$. Setting $\left[\frac{t}{t_{n}}\right]=m_{n}$ and using (2.6), (2.7) and Lemmas 1.1 and 2.1 we have

$$
\begin{aligned}
\left\|x_{n}-C(t) x_{n}\right\| \leq & \sum_{k=0}^{m_{n}-1}\left\|C\left(k t_{n}\right) x_{n}-C\left((k+1) t_{n}\right) x_{n}\right\|+\left\|C\left(m_{n} t_{n}\right) x_{n}-C(t) x_{n}\right\| \\
\leq & \sum_{k=0}^{m_{n}-1} 2\left\|S\left(\frac{(2 k+1) t_{n}}{2}\right) S\left(\frac{t_{n}}{2}\right) x_{n}\right\| \\
& +2\left\|S\left(\frac{m_{n} t_{n}+t}{2}\right) S\left(\frac{m_{n} t_{n}-t}{2}\right) x_{n}\right\| \\
\leq & L_{0} \sum_{k=0}^{m_{n}-1} 2(2 k+1)\left\|S\left(\frac{t_{n}}{2}\right) S\left(\frac{t_{n}}{2}\right) x_{n}\right\| \\
& +2 L_{0} t \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\| \\
= & 2 L_{0} m_{n}^{2}\left\|S\left(\frac{t_{n}}{2}\right) S\left(\frac{t_{n}}{2}\right) x_{n}\right\|+2 L_{0} t \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\| \\
\leq & \frac{2 L_{0} t^{2}}{t_{n}^{2}}\left\|S\left(\frac{t_{n}}{2}\right) S\left(\frac{t_{n}}{2}\right) x_{n}\right\|+2 L_{0} t \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\| \\
= & \frac{L_{0} t^{2}}{t_{n}^{2}}\left\|x_{n}-C\left(t_{n}\right) x_{n}\right\|+2 L_{0} t \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\|
\end{aligned}
$$

(2) Since $\left\{x_{n}\right\}$ is bounded, there exists $\rho>0$ such that $\left\|x_{n}\right\| \leq \rho$ for all $n \in \mathbb{N}^{+}$. Thus, using (2.6) we have

$$
\lim _{n \rightarrow \infty} \sup _{0 \leq r \leq t_{n}}\left\|S\left(\frac{r}{2}\right) x_{n}\right\| \leq \lim _{n \rightarrow \infty} \sup _{0 \leq r \leq t_{n}} \frac{r L}{2}\left\|x_{n}\right\| \leq \lim _{n \rightarrow \infty} \frac{L \rho t_{n}}{2}=0
$$

This completes the proof.

## 3. Strong convergence

Theorem 3.1. Let $D$ be a nonempty compact convex subset of a Hilbert space $H$ and $\theta \in D$. Let $\{C(t)\}$ be a strongly continuous and locally asymptotically nonexpansive cosine family of operators on $D$ and $[0, \gamma]$. Let $\left\{a_{n}\right\},\left\{b_{n}\right\} \subset[0,1]$ and $\left\{t_{n}\right\} \subset[0, \gamma]$ be sequences satisfying
(i) $\lim _{n \rightarrow \infty} a_{n}=0, \sum_{n=1}^{\infty}\left|a_{n+1}-a_{n}\right|<+\infty$, and $\sum_{n=1}^{\infty} a_{n}=+\infty$;
(ii) $\sum_{n=1}^{\infty} a_{n} \lambda\left(t_{n}\right)<+\infty, \sum_{n=1}^{\infty} b_{n}<+\infty$;
(iii) $\liminf _{n \rightarrow \infty} t_{n}=0,0<\limsup _{n \rightarrow \infty} t_{n}<+\infty$ and $\lim _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0$.

Let $\left\{u_{n}\right\}$ be a sequence in $D$. Then the sequence $\left\{x_{n}\right\}$ defined by (IIS) converges strongly to an element of $F(C)$ if and only if $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|$ exists.

Proof. Let $L=1+\sup _{t \in[0, \gamma]} \lambda(t)$. Since $D$ is compact, $D$ is bounded. So there exists $M>0$ such that $\|x\| \leq M$ for all $x \in D$.
"Necessity". Let $x_{n} \rightarrow q \in F(C)$. Then from

$$
\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=\left\|\left[C\left(t_{n}\right) x_{n}-q\right]-\left(x_{n}-q\right)\right\| \leq(L+1)\left\|x_{n}-q\right\|
$$

we see that $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=0$. The necessity is proved.
"Sufficiency". Suppose that $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|$ exists. First, we show that the sequence $\left\{x_{n}\right\}$ generated by (IIS) is well defined. For any $n \in \mathbb{N}^{+}$, assume that $x_{n-1}$ is defined. We define a operator $T_{n}$ as follows:

$$
T_{n} x=\left(1-a_{n}-b_{n}\right) x_{n-1}+a_{n} C\left(t_{n}\right) x+b_{n} u_{n}, \text { for all } x \in D
$$

Since $\{C(t)\}$ is locally asymptotically nonexpansive, we have

$$
\left\|T_{n} x-T_{n} y\right\|=a_{n}\left\|C\left(t_{n}\right) x-C\left(t_{n}\right) y\right\| \leq a_{n}\left(1+\lambda\left(t_{n}\right)\right)\|x-y\|
$$

for all $x, y \in D$. Since we can suppose $0 \leq a_{n}\left(1+\lambda\left(t_{n}\right)\right)<1$ by (i), $T_{n}$ is a contraction with the contractive coefficient $a_{n}\left(1+\lambda\left(t_{n}\right)\right)$. From the Banach fixed point theorem we see that $T_{n}$ has a unique fixed point, denoted as $x_{n}$, which means that $\left\{x_{n}\right\}$ is well defined.

Next, for each $p \in F(C)$ we show that $\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|$ exists. In fact, from (IIS) it follows that

$$
\begin{align*}
\left\|x_{n}-p\right\|= & \left\|\left(1-a_{n}-b_{n}\right)\left(x_{n-1}-p\right)+a_{n}\left[C\left(t_{n}\right) x_{n}-p\right]+b_{n}\left(u_{n}-p\right)\right\| \\
\leq & \left(1-a_{n}-b_{n}\right)\left\|x_{n-1}-p\right\|+a_{n}\left\|C\left(t_{n}\right) x_{n}-p\right\|+b_{n}\left\|u_{n}-p\right\| \\
\leq & \left(1-a_{n}\right)\left\|x_{n-1}-p\right\|+a_{n}\left(1+\lambda\left(t_{n}\right)\right)\left\|x_{n}-p\right\| \\
& +b_{n}\left\|u_{n}-p\right\| . \tag{3.1}
\end{align*}
$$

Since we can suppose $1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)>0$ by (i), from (3.1) we have

$$
\begin{equation*}
\left\|x_{n}-p\right\| \leq\left[1+\frac{a_{n} \lambda\left(t_{n}\right)}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)}\right]\left\|x_{n-1}-p\right\|+\frac{2 M b_{n}}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)} \tag{3.2}
\end{equation*}
$$

Set $\mu_{n}:=\frac{a_{n} \lambda\left(t_{n}\right)}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)}$ and $\nu_{n}:=\frac{2 M b_{n}}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)}$. From (ii) it follows that

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{\mu_{n}}{a_{n} \lambda\left(t_{n}\right)} & =\lim _{n \rightarrow \infty} \frac{1}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)}=1 ; \text { and } \\
\lim _{n \rightarrow \infty} \frac{\nu_{n}}{b_{n}} & =\lim _{n \rightarrow \infty} \frac{2 M}{1-a_{n}\left(1+\lambda\left(t_{n}\right)\right)}=2 M \tag{3.3}
\end{align*}
$$

Thus, from (3.3) and conditions (i) and (ii) we infer that

$$
\sum_{n=1}^{\infty} \mu_{n}<+\infty \text { and } \sum_{n=1}^{\infty} \nu_{n}<+\infty
$$

Hence, using Lemma 1.5, from (3.2) we deduce that $\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|$ exists.
Next, we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=0 \tag{3.4}
\end{equation*}
$$

For fixed $p \in F(C)$, using Lemma 1.3 we have

$$
\begin{align*}
\left\|x_{n}-p\right\|^{2}= & \left\|\left(1-a_{n}-b_{n}\right)\left(x_{n-1}-p\right)+a_{n}\left(C\left(t_{n}\right) x_{n}-p\right)+b_{n}\left(u_{n}-p\right)\right\|^{2} \\
\leq & \left(1-a_{n}-b_{n}\right)\left\|x_{n-1}-p\right\|^{2}+a_{n}\left\|C\left(t_{n}\right) x_{n}-p\right\|^{2} \\
& +b_{n}\left\|u_{n}-p\right\|^{2}-\left(1-a_{n}-b_{n}\right) a_{n}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|^{2} \\
\leq & \left(1-a_{n}\right)\left\|x_{n-1}-p\right\|^{2}+a_{n}\left(1+\lambda\left(t_{n}\right)\right)^{2}\left\|x_{n}-p\right\|^{2} \\
& +b_{n}\left\|u_{n}-p\right\|^{2}-\left(1-a_{n}-b_{n}\right) a_{n}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|^{2} . \tag{3.5}
\end{align*}
$$

From conditions (i) and (ii) it follows that $\lim _{n \rightarrow \infty}\left(a_{n}+b_{n}\right)=0$. Then there exists $n_{0} \in \mathbb{N}^{+}$such that $1-a_{n}-b_{n} \geq 2^{-1}$ for all $n \geq n_{0}$. Hence from (3.5) we have

$$
\begin{align*}
2^{-1} a_{n}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|^{2} \leq & \left(1-a_{n}\right)\left(\left\|x_{n-1}-p\right\|^{2}-\left\|x_{n}-p\right\|^{2}\right) \\
& +a_{n}\left[\left(1+\lambda\left(t_{n}\right)\right)^{2}-1\right]\left\|x_{n}-p\right\|^{2}+b_{n}\left\|u_{n}-p\right\|^{2} \\
\leq & {\left[\left(1-a_{n-1}\right)\left\|x_{n-1}-p\right\|^{2}-\left(1-a_{n}\right)\left\|x_{n}-p\right\|^{2}\right] } \\
& +2 M^{2}\left|a_{n}-a_{n-1}\right|+2 M^{2}(L+1) a_{n} \lambda\left(t_{n}\right) \\
& +2 M^{2} b_{n} . \tag{3.6}
\end{align*}
$$

For any $m \geq n_{0},(3.6)$ yields

$$
\begin{align*}
& \sum_{n=n_{0}}^{m} 2^{-1} a_{n}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|^{2} \\
\leq & {\left[\left(1-a_{n_{0}-1}\right)\left\|x_{n_{0}-1}-p\right\|^{2}-\left(1-a_{m}\right)\left\|x_{m}-p\right\|^{2}\right] } \\
& +2 M^{2} \sum_{n=n_{0}}^{m}\left|a_{n}-a_{n-1}\right|+2 M^{2}(L+1) \sum_{n=n_{0}}^{m} a_{n} \lambda\left(t_{n}\right) \\
& +2 M^{2} \sum_{n=n_{0}}^{m} b_{n} . \tag{3.7}
\end{align*}
$$

Let $m \rightarrow \infty$, by conditions (i) and (ii), from (3.7) we have

$$
\begin{equation*}
\sum_{n=n_{0}}^{\infty} 2^{-1} a_{n}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|^{2}<+\infty \tag{3.8}
\end{equation*}
$$

But $\sum_{n=n_{0}}^{\infty} a_{n}=+\infty,(3.8)$ means that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|=0 \tag{3.9}
\end{equation*}
$$

Since $D$ is bounded, from (IIS) we observe that

$$
\begin{align*}
\left\|x_{n}-C\left(t_{n}\right) x_{n}\right\| & \leq\left(1-a_{n}-b_{n}\right)\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|+b_{n}\left\|u_{n}-C\left(t_{n}\right) x_{n}\right\| \\
& \leq\left\|x_{n-1}-C\left(t_{n}\right) x_{n}\right\|+2 M b_{n} \tag{3.10}
\end{align*}
$$

Combining with (3.9) and (3.10) we obtain

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\|x_{n}-C\left(t_{n}\right) x_{n}\right\|=0 \tag{3.11}
\end{equation*}
$$

Since $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|$ exists, from (3.11) we see that (3.4) holds.

Finally we show that $\left\{x_{n}\right\}$ converges strongly to an element of $F(C)$. Using Lemma 1.4 , from (3.4) and condition (iii) we see that there exists a subsequence $\left\{n_{k}\right\}$ of $\{n\}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} t_{n_{k}}=0 \text { and } \lim _{k \rightarrow \infty} \frac{\left\|x_{n_{k}}-C\left(t_{n_{k}}\right) x_{n_{k}}\right\|}{t_{n_{k}}^{2}}=0 \tag{3.12}
\end{equation*}
$$

Since $D$ is compact, there exists a subsequence of $\left\{x_{n_{k}}\right\}$ (for simplicity we still denote it by $\left\{x_{n_{k}}\right\}$ ) which converges strongly to $q \in D$. Suppose that $t>0$ is arbitrary. Since $\lim _{k \rightarrow \infty} t_{n_{k}}=0$, we can assume $t_{n_{k}}<t$ for all $k \in \mathbb{N}^{+}$, without loss of generality. Using Lemma 2.2, we have

$$
\begin{equation*}
\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\| \leq \frac{L_{0} t^{2}}{t_{n_{k}}^{2}}\left\|x_{n_{k}}-C\left(t_{n_{k}}\right) x_{n_{k}}\right\|+2 L_{0} t \sup _{0 \leq r \leq t_{n_{k}}}\left\|S\left(\frac{r}{2}\right) x_{n_{k}}\right\|, \tag{3.13}
\end{equation*}
$$

where $L_{0}=\max \left\{1,1+\sup _{r \in[0, t]} \lambda(r)\right\}$. It follows from (3.12) and (3.13) that

$$
\lim _{k \rightarrow \infty}\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\|=0
$$

Observing that

$$
\begin{aligned}
\|q-C(t) q\| & \leq\left\|q-x_{n_{k}}\right\|+\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\|+\left\|C(t) x_{n_{k}}-C(t) q\right\| \\
& \leq\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\|+(2+\lambda(t))\left\|q-x_{n_{k}}\right\|
\end{aligned}
$$

we have $q=C(t) q$. This implies that $q \in F(C)$ due to $C(t)=C(-t)$. Since $q \in F(C)$, from (3.1) we see that $\lim _{n \rightarrow \infty}\left\|x_{n}-q\right\|$ exists. Hence, $\lim _{n \rightarrow \infty}\left\|x_{n}-q\right\|=\lim _{k \rightarrow \infty}\left\|x_{n_{k}}-q\right\|=0$. This completes the proof.
Theorem 3.2. Let $D$ be a nonempty closed convex subset of a Hilbert space $H$ and $\theta \in D$. Let $\{C(t)\}$ be a strongly continuous and locally asymptotically nonexpansive cosine family of operators on $D$ and $[0, \gamma]$. Let $\left\{a_{n}\right\},\left\{b_{n}\right\} \subset[0,1]$ and $\left\{t_{n}\right\} \subset[0, \gamma]$ be sequences satisfying
(i) $\sum_{n=1}^{\infty} a_{n}<+\infty, \sum_{n=1}^{\infty} b_{n}<+\infty$;
(ii) $\liminf _{n \rightarrow \infty} t_{n}=0,0<\limsup _{n \rightarrow \infty} t_{n}<+\infty$ and $\lim _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0$.

Let $\left\{u_{n}\right\}$ be a bounded sequence in $D$. Then the sequence $\left\{x_{n}\right\}$ defined by (IIS) converges strongly to an element of $F(C)$ if and only if $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=0$.
Proof. Let $L=1+\sup _{t \in[0, \gamma]} \lambda(t)$. By duplicating the proof of Theorem 3.1, we can show that "Necessity" holds, and from conditions (i) we see that the sequence $\left\{x_{n}\right\}$ generated by (IIS) is well defined. We only prove "Sufficiency". Suppose that $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=0$, i.e., (3.4) holds.

First, for each $p \in F(C)$ we show that $\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|$ exists. Since $\left\{u_{n}\right\}$ is bounded, we set $M_{0}=\sup _{n \geq 1}\left\|u_{n}-p\right\|$. Condition (i) implies that $\lim _{n \rightarrow \infty} a_{n}=0$ and $\lim _{n \rightarrow \infty} b_{n}=0$. Thus, from (3.1) we have

$$
\begin{equation*}
\left\|x_{n}-p\right\| \leq\left[1+\frac{a_{n} L}{1-a_{n} L}\right]\left\|x_{n-1}-p\right\|+\frac{M_{0} b_{n}}{1-a_{n} L} \tag{3.14}
\end{equation*}
$$

From condition (i) we infer that

$$
\sum_{n=1}^{\infty} \frac{a_{n} L}{1-a_{n} L}<+\infty \text { and } \sum_{n=1}^{\infty} \frac{M_{0} b_{n}}{1-a_{n} L}<+\infty .
$$

Hence, using Lemma 1.5, from (3.14) we deduce that $\lim _{n \rightarrow \infty}\left\|x_{n}-p\right\|$ exists. This implies that $\left\{x_{n}\right\}$ is bounded. In view of

$$
\left\|C\left(t_{n}\right) x_{n}\right\|=\left\|C\left(t_{n}\right) x_{n}-C\left(t_{n}\right) \theta\right\| \leq\left(1+\lambda\left(t_{n}\right)\right)\left\|x_{n}\right\| \leq L\left\|x_{n}\right\|,
$$

$\left\{C\left(t_{n}\right) x_{n}\right\}$ is also bounded. Set

$$
M=\sup _{n \geq 1}\left\{\left\|C\left(t_{n}\right) x_{n}-u_{n}\right\|,\left\|C\left(t_{n}\right) x_{n}-x_{n-1}\right\|,\left\|u_{n}-x_{n-1}\right\|\right\}
$$

Next, we show that $\left\{x_{n}\right\}$ converges strongly to a point in $D$. For every $n, k \in \mathbb{N}^{+}$, by (IIS) we have

$$
\begin{align*}
\left\|x_{n+k}-x_{n}\right\| & \leq \sum_{j=n}^{n+k}\left\|x_{j}-x_{j-1}\right\| \leq \sum_{j=n}^{n+k}\left\|a_{j}\left(C\left(t_{j}\right) x_{j}-x_{j-1}\right)+b_{j}\left(u_{j}-x_{j-1}\right)\right\| \\
& \leq M \sum_{j=n}^{n+k}\left(a_{j}+b_{j}\right) \tag{3.15}
\end{align*}
$$

Since $\sum_{n=1}^{\infty}\left(a_{n}+b_{n}\right)<+\infty$, from (3.15) we infer that $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $D$ is closed, $\left\{x_{n}\right\}$ converges strongly to a point $q$ in $D$.

Finally we show that $q \in F(C)$. Using Lemma 1.4, from (3.4) and condition (ii) we can obtain (3.12). Thus (3.13) holds by using Lemma 2.2, and so we have $\lim _{k \rightarrow \infty}\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\|=0$ for $t>0$. Hence

$$
\|q-C(-t) q\|=\|q-C(t) q\|=\lim _{k \rightarrow \infty}\left\|x_{n_{k}}-C(t) x_{n_{k}}\right\|=0
$$

and so $q \in F(C)$. This completes the proof.
Remark 3.1. In Theorems 3.1 and 3.2 , by taking $\lambda\left(t_{n}\right) \equiv 0$ we can obtain the corresponding convergence theorems for nonexpansive cosine families; by taking $b_{n} \equiv$ 0 we can obtain some convergence results of iterative schemes without error terms. Our results contain the case of nonexpansive cosine family and the case of iterative scheme without error term as their special cases. In the case of nonexpansive cosine family, our results are different from the ones in [29]. For example, as corollaries of Theorem 3.1, we have the following result immediately:
Corollary 3.3. Let $D$ be a nonempty compact convex subset of a Hilbert space $H$ and $\theta \in D$. Let $\{C(t)\}$ be a strongly continuous and nonexpansive cosine family of operators on $D$. Let $\left\{a_{n}\right\},\left\{b_{n}\right\} \subset[0,1]$ and $\left\{t_{n}\right\} \subset \mathbb{R}^{+}$be sequences satisfying
(i) $\lim _{n \rightarrow \infty} a_{n}=0, \sum_{n=1}^{\infty}\left|a_{n+1}-a_{n}\right|<+\infty$, and $\sum_{n=1}^{\infty} a_{n}=+\infty$;
(ii) $\sum_{n=1}^{\infty} b_{n}<+\infty$;
(iii) $\liminf _{n \rightarrow \infty} t_{n}=0,0<\limsup _{n \rightarrow \infty} t_{n}<+\infty$ and $\lim _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0$.

Let $\left\{u_{n}\right\}$ be a sequence in $D$. Then the sequence $\left\{x_{n}\right\}$ defined by (IIS) converges strongly to an element of $F(C)$ if and only if $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|$ exists.
Example 3.1. Let $H_{0}, H_{1}, H_{2}$ be closed linear subspaces of $H$ and $H=H_{0} \oplus H_{1} \oplus H_{2}$. Let $P_{1}$ and $P_{2}$ be two orthogonal projection operators from $H$ onto $H_{1}$ and $H_{2}$, respectively. Let

$$
C(t)=(\cosh t) P_{1} \oplus(\cos t) P_{2}
$$

Then it is easy to verify that $\{C(t)\}$ is a strongly continuous cosine family of (linear) operators on $H_{1} \oplus H_{2}$ satisfying

$$
\|C(t) x-C(t) y\| \leq[1+\lambda(t)]\|x-y\| \text { for all } x, y \in H_{1} \oplus H_{2}
$$

where $\lambda(t)=\cosh t-1$. Let $D$ be a nonempty closed convex subset of $H_{1} \oplus H_{2}$ with $\theta \in D$. Let $\left\{u_{n}\right\}$ be a bounded sequence in $D$. Let $a_{n}=b_{n}=\frac{1}{n^{2}}$. Define the sequence $\left\{t_{n}\right\}$ by

$$
t_{n}= \begin{cases}\frac{i}{2 k-1}, & \text { if } n=(k-1)(2 k-1)+i, i=1,2, \cdots, 2 k-1 \\ \frac{2 k+1-j}{2 k}, & \text { if } n=k(2 k-1)+j, j=1,2, \cdots, 2 k\end{cases}
$$

Namely, the sequence $\left\{t_{n}\right\}$ is as follows:

$$
\begin{array}{cccccccccccc}
1 ; & 1, & \frac{1}{2} ; & \frac{1}{3}, & \frac{2}{3}, & 1 ; & 1, & \frac{3}{4}, & \frac{2}{4}, & \frac{1}{4} ; & \frac{1}{5}, & \cdots ; \\
\frac{1}{2 k-1}, & \frac{2}{2 k-1}, & \cdots, & \frac{2 k-2}{2 k-1}, & 1 ; & 1, & \frac{2 k-1}{2 k}, & \frac{2 k-2}{2 k}, & \cdots & \frac{2}{2 k}, & \frac{1}{2 k} ; & \cdots
\end{array}
$$

It is plain that $\liminf _{n \rightarrow \infty} t_{n}=0, \limsup _{n \rightarrow \infty} t_{n}=1$ and $\lim _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0$. Therefore, conditions (i) and (ii) in Theorem 4.2 are satisfied. Note that

$$
\lim _{t \rightarrow 0+} \frac{(\cosh t)-1}{t^{2}}=\frac{1}{2}
$$

If $D$ is bounded and $\lim _{n \rightarrow \infty}\left\|C\left(t_{n}\right) x_{n}-x_{n}\right\|=0$, then we obtain an iterative scheme defined by (IIS) which converges strongly to a common fixed point of $\{C(t)\}$.
Example 3.2. Let $C(t)$ be a strongly continuous cosine family of (linear) operators defined in Example 3.1. Let $H, H_{0}, H_{1}, H_{2}$ and $D$ be as taken in Example 3.1. In particular, we take $H=\mathbb{R}^{2}$ as an Euclidian space,

$$
\begin{aligned}
H_{0}=\{(0,0)\}, H_{1} & =\left\{\left(\delta_{1}, 0\right): \delta_{1} \in \mathbb{R}\right\}, H_{2}=\left\{\left(0, \delta_{2}\right): \delta_{2} \in \mathbb{R}\right\} \\
D & =\left\{\left(\delta_{1}, \delta_{2}\right): \delta_{1}, \delta_{2} \in[-2,2]\right\}
\end{aligned}
$$

Then $D$ be a nonempty compact convex subset of $H$ with $\theta \in D$. Let $\left\{u_{n}\right\}$ be a sequence in $D$. Let

$$
b_{n}=\frac{1}{n^{2}}, a_{n}=\frac{1}{n}
$$

Then it is evident that

$$
\sum_{n=1}^{\infty} b_{n}<+\infty, \lim _{n \rightarrow \infty} a_{n}=0, \sum_{n=1}^{\infty}\left|a_{n+1}-a_{n}\right|<+\infty, \text { and } \sum_{n=1}^{\infty} a_{n}=+\infty
$$

Define the sequence $\left\{t_{n}\right\}$ by

$$
t_{n}= \begin{cases}\left(\frac{i}{2 k-1}\right)^{k}, & \text { if } n=(k-1)(2 k-1)+i, i=1,2, \cdots, 2 k-1 \\ \left(\frac{2 k+1-j}{2 k}\right)^{k}, & \text { if } n=k(2 k-1)+j, j=1,2, \cdots, 2 k\end{cases}
$$

Then it is evident

$$
\liminf _{n \rightarrow \infty} t_{n}=0,0<\limsup _{n \rightarrow \infty} t_{n}<+\infty \text { and } \lim _{n \rightarrow \infty}\left(t_{n+1}-t_{n}\right)=0
$$

Note that $\lambda(t)=\cosh t-1 \leq t^{2} \leq t$ for $t \in[0,1]$. We have

$$
\begin{aligned}
\sum_{n=1}^{\infty} a_{n} \lambda\left(t_{n}\right) & \leq \sum_{n=1}^{\infty} a_{n} t_{n} \\
& =\sum_{k=1}^{\infty}\left[\sum_{i=1}^{2 k-1} \frac{\left(\frac{i}{2 k-1}\right)^{k}}{(k-1)(2 k-1)+i}+\sum_{j=1}^{2 k} \frac{\left(\frac{2 k+1-j}{2 k}\right)^{k}}{k(2 k-1)+j}\right] \\
& \leq \sum_{k=1}^{\infty}\left[\sum_{i=1}^{2 k-1} \frac{\left(\frac{i}{2 k-1}\right)^{k}}{(k-1)(2 k-1)+1}+\sum_{j=1}^{2 k} \frac{\left(\frac{2 k+1-j}{2 k}\right)^{k}}{k(2 k-1)+1}\right]
\end{aligned}
$$

Set

$$
v_{k}=\sum_{i=1}^{2 k-1} \frac{\left(\frac{i}{2 k-1}\right)^{k}}{(k-1)(2 k-1)+1}+\sum_{j=1}^{2 k} \frac{\left(\frac{2 k+1-j}{2 k}\right)^{k}}{k(2 k-1)+1}
$$

Since

$$
\lim _{k \rightarrow \infty} \frac{\sum_{i=1}^{2 k-1} i^{k}}{(k+1)^{-1}(2 k-1)^{k+1}}=1
$$

and

$$
\lim _{k \rightarrow \infty} \frac{\sum_{j=1}^{2 k}(2 k+1-j)^{k}}{(k+1)^{-1}(2 k)^{k+1}}=\lim _{k \rightarrow \infty} \frac{\sum_{j=1}^{2 k} j^{k}}{(k+1)^{-1}(2 k)^{k+1}}=1
$$

we have

$$
\lim _{k \rightarrow \infty} \frac{v_{k}}{k^{-2}}=\lim _{k \rightarrow \infty}\left[\frac{k^{2}(k+1)^{-1}(2 k-1)}{(k-1)(2 k-1)+1}+\frac{k^{2}(k+1)^{-1}(2 k)}{k(2 k-1)+1}\right]=2
$$

This implies that $\sum_{n=1}^{\infty} a_{n} \lambda\left(t_{n}\right)<+\infty$. Therefore, conditions (i)-(iii) in Theorem 3.1 are satisfied. From Theorem 3.1 we can obtain an iterative scheme defined by (IIS) which converges strongly to a common fixed point of $\{C(t)\}$.
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