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Abstract. The main purpose of this paper is to introduce and study some viscosity-type proximal
point algorithms for approximating a common solution of monotone inclusion problem and fixed

point problem. We obtained strong convergence of the proposed algorithms to a common solution

of minimization problem and fixed point problem for a generalized asymptotically nonexpansive
mapping which is also a unique solution of some variational inequality problems in Hadamard spaces.
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1. Introduction

A metric space (X, d) is a CAT(0) space if it is geodesically connected and if every
geodesic triangle in X is at least as thin as its comparison triangle in the Euclidean
plane. Let (X, d) be a metric space. A geodesic path joining x ∈ X to y ∈ X is a
map c from [0, l] ⊂ R to X such that c(0) = x, c(l) = y and d(c(t), c(t′)) = |t− t′| for
all t, t′ ∈ [0, l]. In particular, c is an isometry and d(x, y) = l. The image of c is called
a geodesic (or metric) segment joining x and y. When it is unique, this geodesic is
denoted by [x, y]. The space (X, d) is said to be a geodesic space if every two points of
X are joined by a geodesic and X is said to be a uniquely geodesic if there is exactly
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one geodesic joining x to y for each x, y ∈ X.
A geodesic triangle 4(x1, x2, x3) in a geodesic metric space (X, d) consists of three
points in X (the vertices of 4) and a geodesic segment between each pair of vertices
(the edges of 4). A comparison triangle for the geodesic triangle 4(x1, x2, x3) in
(X, d) is a triangle 4̄(x1, x2, x3) = 4(x̄1, x̄2, x̄3) in the Euclidean plane R2 such that

dR2(x̄i, x̄j) = d(xi, xj)

for i, j ∈ {1, 2, 3}. Such a triangle always exists (see [6]). A geodesic metric space is
said to be a CAT(0) space [6] if all geodesic triangles of appropriate size satisfy the
following comparison property. Let 4 be a geodesic triangle in X, and let 4̄ be a
comparison triangle for 4. Then 4 is said to satisfy the CAT(0) inequality if for all
x, y ∈ 4 and all comparison points x, y ∈ 4̄, d(x, y) ≤ dR2(x̄, ȳ).
We observe that if x, x1, x2 are points of a CAT(0) space and if x0 is the midpoint of
the segment [x1, x2], then the CAT(0) inequality implies that

d2(x, x0) ≤ 1

2
d2(x, x1) +

1

2
d2(x, x2)− 1

2
d2(x1, x2). (1.1)

The equality holds for the Euclidean metric. In fact (see [6, p.163]), a geodesic
metric space is a CAT(0) space if and only if it satisfies inequality (1.1) (which is
called the CN inequality of Bruhat and Tits [7]). For other equivalent definitions and
basic properties of a CAT(0) space, see[4]. Complete CAT(0) spaces are often called
Hadamard spaces. Let x, y ∈ X and λ ∈ [0, 1]. We write λx⊕ (1−λ)y for the unique
point z in the geodesic segment joining from x to y such that

d(z, x) = (1− λ)d(x, y) and d(z, y) = λd(x, y). (1.2)

We also denote by [x, y] the geodesic segment joining from x to y, that is,

[x, y] = {λx⊕ (1− λ)y : λ ∈ [0, 1]}.

A subset C of a CAT(0) space is called convex if [x, y] ⊆ C for all x, y ∈ C.
Berg and Nikolaev [5] introduced the concept of quasilinearization in a metric space

X. Let denote a pair (a, b) ∈ X×X by
−→
ab and call it a vector. The quasilinearization

is a map 〈., .〉 : (X ×X)× (X ×X)→ R defined by

〈
−→
ab,
−→
cd〉 =

1

2

(
d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)

)
, ∀a, b, c, d ∈ X. (1.3)

It is easily seen that

〈
−→
ab,
−→
cd〉 = 〈

−→
cd,
−→
ab〉, 〈

−→
ab,
−→
cd〉 = −〈

−→
ba,
−→
cd〉

and

〈−→ax,
−→
cd〉+ 〈

−→
xb,
−→
cd〉 = 〈

−→
ab,
−→
cd〉

for all a, b, c, d ∈ X. We say that X satisfies the Cauchy-Schwarz inequality if

〈
−→
ab,
−→
cd〉 ≤ d(a, b)d(c, d),

for all a, b, c, d, x ∈ X. It is known that a geodesically connected metric space is a
CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequality (see [5]).
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In 2010, Kakavandi and Amini [19] introduced the concept of dual space for CAT(0)
space, as follows. Consider the map Θ : R×X ×X → C(X) defined by

Θ(t, a, b)(x) = t〈
−→
ab,−→ax〉, (1.4)

where C(X) is the space of all continuous real-valued functions on X. Then the
Cauchy-Schwarz inequality implies that Θ(t, a, b) is a Lipschitz semi-norm

L(Θ(t, a, b)) = |t|d(a, b)

for all a, b ∈ X, where

L(f) = sup
{f(x)− f(y)

d(x, y)
: x, y ∈ X,x 6= y

}
,

is the Lipschiz semi-norm of the function f : X → R. Now, define the pseudometric
D on R×X ×X by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b)−Θ(s, c, d)).

D((t, a, b), (s, c, d)) = 0 if and only if t〈
−→
ab,−→xy〉 = s〈

−→
cd,−→xy〉 for all x, y ∈ X, see [19,

Lemma 2.1]. For a complete CAT(0) space (X, d), the pseudometric space (R×X ×
X,D) can be considered as a subspace of the pseudometric space (Lip(X,R), L) of all
real-valued Lipschitz functions. Also, the metric D defines an equivalent relation on

R×X ×X, where the equivalence class of
−→
tab : (t, a, b) is

[
−→
tab] = {

−→
scd : t〈

−→
ab,−→xy〉 = s〈

−→
cd,−→xy〉 ∀x, y ∈ X}.

The set X∗ := {[
−→
tab] : (t, a, b) ∈ R×X ×X} is a metric space with D, which is called

the dual metric space of (X, d).
Let X be a Hadamard space and X∗ be its dual space. A multivalued operator
A : X → 2X

∗
with domain D(A) := {x ∈ X : Ax 6= ∅} is monotone if and only if for

all x, y ∈ D(A), x∗ ∈ Ax, y∗ ∈ Ay,

〈x∗ − y∗,−→yx〉 ≥ 0 (see [20]).

A monotone operator A is called a maximal monotone operator if the graph G(A) of
A defined by

G(A) := {(x, x∗) ∈ X ×X∗ : x∗ ∈ A(x)},
is not properly contained in the graph of any other monotone operator. The resolvent
of a monotone operator A of order λ > 0 is the multivalued mapping JAλ : X → 2X

defined by (see [20])

JAλ (x) :=

{
z ∈ X |

[
1

λ
−→zx
]
∈ Az

}
.

We say that the operator A satisfies the range condition if for every λ > 0, D(JAλ ) = X
(see [20]). For simplicity, we shall write Jλ for the resolvent of a monotone operator
A.
The theory of monotone operators known as one of the most important theory in
nonlinear and convex analysis is a vital tool in optimization theory, variational in-
equalities, semi group theory, evolution equations, among others. One of the most
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important problems in the theory of monotone operators is the problem of finding the
solution of the following Monotone Inclusion Problem (MIP).

Find x ∈ D(A) such that 0 ∈ Ax, (1.5)

where A : X → 2X
∗

is a monotone operator. Throughout this paper, we shall denote
the solution set of problem (1.5) by A−1(0), which is known to be closed and convex
(see [32], Remark 3.1). Many mathematical problems such as optimization prob-
lems, equilibrium problems, variational inequality problems, saddle point problems,
among others, can be modeled as a MIP (1.5). Thus, MIP is of central importance in
nonlinear and convex analysis. The most popular and successful method for finding
solution of MIP, is the Proximal Point Algorithm (PPA) introduced in Hilbert space
by Martinet [27] and further developed by Rockafellar [33], as follows:

xn−1 − xn ∈ λnA(xn), x0 ∈ H, (1.6)

where {λn) is a sequence of positive real numbers. Rockafellar [33] proved that the
sequence {xn} generated by Algorithm (1.6) is weakly convergent to a solution of
MIP (1.5), provided λn ≥ λ > 0 for each n ≥ 1. The PPA was later introduced in
CAT(0) spaces by Bačák [3], who proved the ∆-convergence of it when the operator
A is a subdifferential of a convex, proper and lower semicontinuous function. In 2016,
Khatibzadeh and Ranjbar [20] introduced and studied the following PPA in CAT(0)
spaces for the case when the operator A is a monotone operator:{

x0 ∈ X,[
1
λn

−−−−−→xnxn−1

]
∈ Axn.

(1.7)

They obtained a strong and ∆-convergence results of (1.7) to a solution of (1.5).
Very recently, Ranjbar and Khatibzadeh [32] proposed the following Mann-type PPA
in CAT(0) spaces for finding the solution of (1.5) and obtained a ∆-convergence result.{

x0 ∈ X,
xn+1 = αnxn ⊕ (1− αn)Jλn

xn.
(1.8)

In the same paper, Ranjbar and Khatibzadeh [32] proposed the following Halpern-
type PPA in order to obtain a strong convergence result:{

u, x0 ∈ X,
xn+1 = αnu⊕ (1− αn)Jλn

xn, n ≥ 1,
(1.9)

where {λn} ⊂ (0,∞) and {αn} ⊂ [0, 1].
Let C be a nonempty closed convex subset of a CAT(0) space X. Then, for any x ∈ X
there exists a unique point u ∈ C such that

d(x, u) = min
y∈C

d(x, y).

The mapping PC : X → C defined by PCx = u is called the metric projection from
X onto C (see [12]). The metric projection is characterized by the following (see [12,
Theorem 3.1]):

u = PCx if and only if 〈−→yu,−→ux〉 ≥ 0, for all y ∈ C.
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Let C be a nonempty subset of a CAT(0) space X, then a mapping T from C into
itself is called

(i) firmly nonexpansive if (see [20])

d2(Tx, Ty) ≤ 〈
−−−→
TxTy,−→xy〉 ∀x, y ∈ C,

(ii) nonexpansive if

d(Tx, Ty) ≤ d(x, y) ∀x, y ∈ C.
An example of a nonexpansive mapping is the metric projection mapping (see [13,
Proposition 2.4]). Also recall that, a mapping T is said to be asymptotically non-
expansive [17], if there is a sequence {un} ⊆ [0,∞) with un → 0 as n → ∞ such
that

d(Tnx, Tny) ≤ (1 + un)d(x, y) ∀n ≥ 1, x, y ∈ C.
T is said to be uniformly L-Lipschitzian, if there exists a constant L > 0 such that

d(Tnx, Tny) ≤ Ld(x, y); ∀n ≥ 1; x, y ∈ C
and T is said to be asymptotically regular, if

lim
n→∞

d(Tnx, Tn+1x) = 0 ∀x ∈ C.

Furthermore, a mapping T : C → C is called generalized asymptotically nonexpansive
if there exist nonnegative sequences {µn}, {νn} with µn → 0, νn → 0 as n→∞ such
that

d(Tnx, Tny) ≤ (1 + νn)d(x, y) + µn, ∀n ≥ 1, x, y ∈ C.
Clearly, every asymptotically nonexpansive mapping is a generalized asymptotically
nonexpansive mapping. However, we shall see in Example 1 that there exists an
asymptotically nonexpansive mapping which is not a generalized asymptotically non-
expansive mapping.
Example 1.1. [1]

(1) Let X = R, C = [0,∞) and T : C → C be defined by Tx = sinx. Then T is
asymptotically nonexpansive, hence, a generalized asymptotically nonexpan-
sive mapping.

(2) Let X = R, C = [− 1
π ,

1
π ] be defined by Tx = kx sin 1

x , where k ∈ (0, 1). Then
T is generalized asymptotically nonexpansive.

Example 1.2. [46] Let X = R, C = (−∞, 1] and for k ∈ (0, 1) define T : C → C by

Tx =


x, x ∈ (−∞, 0)

kx, x ∈ [0, 12 ]

0, x ∈ ( 1
2 , 1].

Then, T is generalized asymptotically nonexpansive with un = 2kn and vn = kn. But
T is not asymptotically nonexpansive.
A mapping T of C into itself is called a contraction with coefficient α ∈ [0, 1) if and
only if d(T (x), T (y)) ≤ αd(x, y) for all x, y ∈ C. Recall that a point x ∈ C is called a
fixed point of T if Tx = x. We denote by F (T ) the set of all the fixed points of T . Ba-
nach contraction principle [6] guarantees that T has a unique fixed point when C is a



344 G.C. UGWUNADI, I.K. AGWU, C. IZUCHUKWU AND C.C. OKEKE

nonempty, closed, and convex subset of a complete metric space. Iterative methods for
finding fixed points of nonexpansive mappings have received vast investigations due
to their extensive applications in a variety of applied areas of inverse problems, partial
differential equations, image recovery, and signal processing; see [11, 26, 30, 37, 43, 45]
and the references therein. One of the difficulties in carrying out results from Banach
spaces to Hadamard spaces lies in the heavy use of the linear structure of the Banach
spaces. Recently, fixed points results were studied by many authors in the setting of
CAT(0) metric spaces for example see [8, 9, 2, 41, 16, 18, 21, 22, 24, 23, 25, 29] and
the references therein.

In 2012, Shi and Chen [35], studied the convergence theorems of the following
Moudafi’s viscosity iterations for a nonexpansive mapping T and a contraction f
on C and t ∈ (0, 1). Let xt ∈ C be a unique fixed point of the contraction
x 7→ tf(x)⊕ (1− t)Tx; i.e.,

xt = tf(xt)⊕ (1− t)Txt. (1.10)

Consider that x0 ∈ C is arbitrarily chosen and

xn+1 = αnf(xn)⊕ (1− αn)Txn, (1.11)

where {αn} ⊂ (0, 1). They proved that {xt} defined by (1.10) converges strongly as
t → 0 to x̃ ∈ F (T ) such that x̃ = PF (T )f(x̃) in the framework of CAT(0) space and
satisfy property P, i.e., if for x, u, y1, y2 ∈ X,

d(x, P[x,y1]u)d(x, y1) ≤ d(x, P[x,y2]u)d(x, y2) + d(x, u)d(y1, y2).

Furthermore, they obtained that {xn} defined by (1.11) converges strongly as n →
∞ to x̃ ∈ F (T ) under appropriate conditions on {αn}. By using the concept of
quasilinearization, Wangkeeree and Preechasilp [42] improved Shi and Chen’s results.
In fact, they proved the strong convergence theorems for two given iterative schemes
(1.10) and (1.11) in a complete CAT(0) space without the property P. They proved
that the iterative schemes (1.10) and (1.11) converges strongly to x̃ := PF (T )f(x̃)
which is a unique solution of the variational inequality (VIP):

〈
−−→
x̃f x̃,

−→
xx̃〉 ≥ 0, x ∈ F (T ). (1.12)

In 2013, Shi et al. [36] studied the ∆-convergence of the iterative sequence (1.10) and
(1.11) for asymptotically nonexpansive mappings in CAT(0) spaces. Wangkeeree et al.
[40] studied the strong convergence theorems of the Moudafi’s viscosity approximation
methods for an asymptotically nonexpansive mapping in CAT(0) spaces: Let C be a
closed convex subset of a complete CAT(0) space X and T : C → C be an asymp-
totically nonexpansive mapping. For given a contraction f on C and αn ∈ (0, 1), let
xn ∈ C be a unique fixed point of the contraction x 7→ αnf(x)⊕ (1− αn)Tnx; i.e.

xn = αnf(xn)⊕ (1− αn)Tnxn, n ≥ 1, (1.13)

and x1 ∈ C is arbitrary chosen and

xn+1 = αnf(xn)⊕ (1− αn)Tnxn, n ≥ 1. (1.14)
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They proved that the iterative schemes (1.13) and (1.14) converge strongly to the
same point x̃ := PF (T )f(x̃) which is the unique solution of the variational inequality:

〈
−−→
x̃f x̃,

−→
xx̃〉 ≥ 0, x ∈ F (T ). (1.15)

Motivated and inspired by the above results, we study some strong convergence of
the viscosity-type proximal point algorithms for approximating a common solution of
monotone inclusion problem and fixed point problem for a generalized asymptotically
nonexpansive mapping which is also a unique solution of some variational inequality
problems in Hadamard space. Our results extend and complement the results of
Bačák [3], Khatibzadeh and Ranjbar [20], Ranjbar and Khatibzadeh [32], Shi and
Chen [35], Wangkeeree and Preechasilp [42], and Wangkeeree et al. [40].
The paper is organized as follows. The next section presents some preliminary results.
In section 3, strong convergence of both implicit and explicit of the modified viscosity-
type proximal point algorithms to a common solution of monotone inclusion problem
and fixed point problem for a uniformly asymptotically regular and uniformly L-
Lipschitzian generalized asymptotically nonexpansive mapping in Hadamard space
are presented in Theorem 3.1 and Theorem 3.3 respectively.

2. Preliminaries

We denote by N, R+, R the set of natural numbers, the set of nonnegative real
numbers and the set of real numbers, respectively. We also denote by→ and ⇀ strong
convergence and ∆-convergence respectively. In the sequel, we shall use the following
results:
Lemma 2.1. [6] Let X be a CAT(0) space, w, x, y, z ∈ X and t ∈ [0, 1]. Then

d(tw ⊕ (1− t)x, ty ⊕ (1− t)z) ≤ td(w, y) + (1− t)d(x, z).

Lemma 2.2. Let X be a CAT(0) space, x, y, z ∈ X and t, s ∈ [0, 1]. Then

(1) d(tx⊕ (1− t)y, z) ≤ td(x, z) + (1− t)d(y, z).(see[16])
(2) d2(tx⊕ (1− t)y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y).

(see [16])
(3) d2(tx⊕ (1− t)y, z) ≤ t2d2(x, z) + (1− t)2d2(y, z) + 2t(1− t)〈−→xz,−→yz〉.

(see [12])
(4) z = tx⊕ (1− t)y implies 〈−→zy,−→zw〉 ≤ t〈−→xy,−→zx〉, ∀ w ∈ X. (see [12])
(5) d(tx⊕ (1− t)y, sx⊕ (1− s)y) ≤ |t− s|d(x, y). (see [10])

Let {xn} be a bounded sequence in a Hadamard space X. For x ∈ X, define

r(x, {xn}) := lim sup
n→∞

d(x, xn).

The asymptotic radius r({xn}) of {xn} is defined by

r({xn}) = inf{r(x, {xn}) : x ∈ X},
and the asymptotic center A({xn}) of {xn} is the set

A({xn}) = {x ∈ X : r(x, {xn}) = r({xn})}.
It is well known that in a CAT(0) space, A({xn}) consists of exactly one point (see
[15, Proposition 7]). A sequence {xn} in X is said to be 4-convergent to a point w, if



346 G.C. UGWUNADI, I.K. AGWU, C. IZUCHUKWU AND C.C. OKEKE

w is the unique asymptotic center of every subsequence {un} of {xn}. This is written
as 4− lim

n→∞
xn = w.

Let {xn} be a bounded sequence in a Hadamard space X, and C be a closed and
convex subset of X which contains {xn}. We note that {xn} ⇀ w if and only if
A({xn}) = {w} (see [28]).
Lemma 2.3. [24] Every bounded sequence in a Hadamard space always has a ∆-
convergent subsequence.
Recall that a mapping T is called total asymptotically nonexpansive, if there exist
sequences of nonnegative numbers {un} and {vn}, and a strictly increasing function
φ : [0,∞)→ [0,∞) with φ(0) = 0 such that

d(Tnx, Tny) ≤ d(x, y) + unφ(d(x, y)) + vn, (2.1)

∀n ≥ 1, x, y ∈ C, un → 0, vn → 0 as n→∞.
Lemma 2.4. [8] Let C be a closed convex subset of a Hadamard space X and
T : C → X be a uniformly L-Lipschitzian and ({un}, {vn}, φ)-total asymptotically
nonexpansive mapping. Let {xn} be a bounded sequence in C such that xn ⇀ p and
lim
n→∞

d(xn, Txn) = 0. Then, Tp = p.

Remark 2.5. If φ(λ) = λ in (2.1), then in Lemma 2, T is generalized asymptotically
nonexpansive mapping.
Lemma 2.6. [18] Let X be a Hadamard space, {xn} be a sequence in X and x ∈ X.
Then {xn}4−converges to x if and only if lim sup

n→∞
〈−−→xxn,−→xy〉 ≤ 0 for all y ∈ C.

Lemma 2.7. [38] Let {xn} and {yn} be bounded sequences in a metric space of
hyperbolic type X and {βn} be a sequence in [0, 1] with

lim inf
n→∞

βn < lim sup
n→∞

βn < 1.

Suppose that xn+1 = βnxn ⊕ (1− βn)yn for all n ≥ 0 and

lim sup
n→∞

(d(yn+1, yn)− d(xn+1, xn)) ≤ 0.

Then lim
n→∞

d(yn, xn) = 0.

Lemma 2.8. [42] Let X be a CAT(0) space. For any t ∈ [0, 1] and u, v ∈ X, let

ut = tu⊕ (1− t)v.
Then, for all x, y ∈ X,

(1) 〈−→utx,−→uty〉 ≤ t〈−→ux,−→uty〉+ (1− t)〈−→vx,−→uty〉;
(2) 〈−→utx,−→uy〉 ≤ t〈−→ux,−→uy〉+ (1− t)〈−→vx,−→ux〉 and
(3) 〈−→utx,−→vy〉 ≤ t〈−→ux,−→vy〉+ (1− t)〈−→vx,−→vy〉.

Lemma 2.9. [20] Let X be a CAT(0) space and Jλ be the resolvent of the operator
A of order λ. We have the following:

(i) For any λ > 0, R(Jλ) ⊂ D(A) and F (Jλ) = A−1(0).
(ii) If A is monotone, then Jλ is a single-valued and firmly nonexpansive mapping.
(iii) If A is monotone and 0 < λ ≤ µ, then

d2(Jλx, Jµx) ≤ µ− λ
µ+ λ

d2(x, Jµx) ∀x ∈ X.
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Remark 2.10. From Cauchy-Schwartz inequality, it is not difficult to see that every
firmly nonexpansive mapping is a nonexpansive mapping. Therefore, Jλ is nonexpan-
sive.
Lemma 2.11. (Xu, [44]) Let {an} be a sequence of nonnegative real numbers satis-
fying the following relation:

an+1 ≤ (1− αn)an + αnσn + γn, n ≥ 0,

where
(i) {αn} ⊂ [0, 1],

∑
αn =∞;

(ii) lim sup σn ≤ 0;

(iii) γn ≥ 0; (n ≥ 0),
∑

γn <∞.
Then, an → 0 as n→∞.

3. Main results

Theorem 3.1. Let X be a Hadamard space and X∗ be its dual space. Let
T : X → X be uniformly asymptotically regular and uniformly L-Lipschitzian gener-
alized asymptotically nonexpansive mapping with sequences {un}, {vn} ⊂ [0,∞) and
lim
n→∞

un = 0, lim
n→∞

vn = 0. Let A : X → 2X
∗

be a multivalued monotone mapping

which satisfies the range condition and f be a contraction mapping on X with coeffi-
cient γ ∈ (0, 1). Suppose that Γ := F (T ) ∩A−1(0) 6= ∅ and for arbitrary x1 = x ∈ C,
the sequence {xn}∞n=1 is generated by{

yn = Jλn
(xn),

xn = αnf(yn)⊕ (1− αn)Tnyn n ≥ 1,
(3.1)

where {αn}∞n=1 ⊂ (0, 1) satisfying lim
n→∞

αn = 0,

∞∑
n=1

αn =∞ and

lim
n→∞

un
αn

= 0, lim
n→∞

vn
αn

= 0,

assuming that L < (1 − αnγ)/(1 − αn) and 0 < λ ≤ λn ∀n ≥ 1. Then {xn}∞n=1

converges strongly to p ∈ Γ which solves the variational inequality

〈
−−−→
pf(p),−→qp〉 ≥ 0, q ∈ Γ. (3.2)

Proof. First, we show that {xn} defined by (3.1) is well defined. For each n ≥ 1,
define the mapping T fn : X → X as follows:

T fnx = αnf(Jλn
x)⊕ (1− αn)TnJλn

x.

Now, using the method in Qin et al. [31] and Saluja [34], and by the uniformly
L-Lipschitzian of T , we obtain from Lemma 2.1 that

d(T fnx, T
f
n y) = d(αnf(Jλnx)⊕ (1− αn)TnJλnx, αnf(Jλny)⊕ (1− αn)TnJλny)

≤ αnd(f(Jλnx), f(Jλny)) + (1− αn)d(TnJλnx, T
nJλny)

≤ γαnd(Jλnx, Jλny) + (1− αn)Ld(Jλnx, Jλny)

≤ (γαn + (1− αn)L) d(x, y).
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Since L < (1 − αnγ)/(1 − αn), we obtain that T fn is a contraction for each n ≥ 1.
Therefore, by Banach contraction principle, there exists a unique fixed point xn of
T fn for each n ≥ 1. Hence, (3.1) is well defined.
Let p ∈ F (T ), then from (3.1) and Lemma 2.2 (1), we obtain

d(xn, p) = d(αnf(yn)⊕ (1− αn)Tnyn, p)

≤ αnd(f(yn), p) + (1− αn)d(Tnyn, p)

≤ αnγd(yn, p) + αnd(f(p), p)

+ (1− αn)[(1 + un)d(yn, p) + vn]

=
(

1− αn[(1− γ)− (1− αn)un/αn]
)
d(Jλn

xn, p) (3.3)

+ αn[d(f(p), p) + (1− αn)vn/αn]

≤
(

1− αn[(1− γ)− (1− αn)un/αn]
)
d(xn, p)

+ αn[d(f(p), p) + (1− αn)vn/αn]

Therefore

d(xn, p) ≤
d(f(p), p) + (1− αn)vn/αn
(1− γ)− (1− αn)un/αn

.

Since lim
n→∞

(1 − αn)vn/αn = 0 and lim
n→∞

(1 − αn)un/αn = 0, then there exist n0 ∈ N
such that (1−αn)vn/αn < (1− γ)/4 and (1−αn)un/αn < (1− γ)/4 respectively for
all n ≥ n0. Hence

d(xn, p) ≤
[

4d(f(p), p)

1− γ
+

1

3

]
,

for all n ≥ n0. Thus, {xn} is bounded and so are {yn} {Tnyn} and {f(yn)}. From
(3.1), we obtain

d(xn, T
nyn) = d(αnf(yn)⊕ (1− αn)Tnyn, T

nyn)

≤ αnd(f(yn), Tnyn)→ 0 as n→∞, (3.4)

From Lemma 2.2(2), we obtain

d2(xn, p) = d2(αnf(yn)⊕ (1− αn)Tnyn, p)

≤ αnd
2(f(yn), p) + (1− αn)d2(Tnyn, p)

≤ αnd
2(f(yn), p) + (1− αn)[(1 + un)d(yn, p) + vn]2

= αnd
2(f(yn), p) + (1− αn)(1 + un)2d2(yn, p)

+ (1− αn)v2n + 2(1− αn)(1 + un)d(yn, p)vn,

which implies

−d2(yn, p) ≤ 1

(1− αn)(1 + un)2
(
αnd

2(f(yn), p)− d2(xn, p)
)

+
v2n

(1 + un)2
+

2

1 + un
d(yn, p)vn. (3.5)
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Since Jλn
is firmly nonexpansive, we obtain from the definition of quasilinearization

map that

d2(Jλn
xn, p) ≤ 〈

−−−−−→
Jλn

xn p,
−−→xnp〉

=
1

2

(
d2(Jλn

xn, p) + d2(p, xn)− d2(Jλn
xn, xn)

)
,

which implies from (3.5) that

d2(Jλnxn, xn) ≤ d2(p, xn) +
1

(1− αn)(1 + un)2
(
αnd

2(f(yn), p)− d2(xn, p)
)

+
v2n

(1 + un)2
+

2

(1 + un)
d(yn, p)vn → 0, as n→∞.

That is

lim
n→∞

d(yn, xn) = lim
n→∞

d(Jλn
xn, xn) = 0. (3.6)

Since 0 < λ ≤ λn, we obtain from Lemma 2.9(iii) and (3.6) that

d(Jλxn, xn) ≤ 2d(Jλnxn, xn)→ 0, as n→∞. (3.7)

From (3.4) and (3.6), we obtain that

lim
n→∞

d(yn, T
nyn) = 0. (3.8)

Using the asymptotic regularity of T , we obtain

d(yn, T yn) ≤ d(yn, T
nyn) + d(Tnyn, T

n+1yn) + d(Tn+1yn, Tyn)

≤ (1 + L)d(yn, T
nyn) + d(Tn+1yn, T

nyn)→ 0, as n→∞. (3.9)

By the boundedness of {xn}, we obtain from Lemma 2.3 that there exists a subse-
quence {xnj

} of {xn} which 4−converges to p. It then follows from the boundedness
of {yn} and (3.6) that there exists a subsequence {ynj

} of {yn} which 4−converges
to p. Thus, from (3.7), (3.9), and Lemma 2.4, we obtain that p ∈ Γ.
Now, let wn := 2un + u2n, then from Lemma 2.2, 2.8 and (3.1), we have

d2(xn, p) = d2(αnf(yn)⊕ (1− α)Tnyn, p)

≤ α2
nd

2(f(yn), p) + (1− αn)d2(Tnyn, p) + 2αn(1− αn)〈
−−−−→
f(yn)p,

−−−−→
Tnynp〉

≤ α2
nd

2(f(yn), p) + (1− αn)[(1 + un)d(yn, p) + vn]2

+2αn(1− αn)[〈
−−−−→
f(yn)p,

−−−−−→
Tnynyn〉+ 〈

−−−−−−→
f(yn)f(p),−→ynp〉+ 〈

−−−→
f(p)p,−→ynp〉

≤ α2
nd

2(f(yn), p) + (1− αn)[(1 + wn)d2(yn, p) + 2(1 + un)vnd(yn, p) + v2n]

+2αn(1− αn)[〈
−−−−→
f(yn)p,

−−−−−→
Tnynyn〉+ γd2(yn, p)] + 2αn(1− αn)〈

−−−→
f(p)p,−→ynp〉

≤
[
(1− αn)(1 + wm) + 2γαn(1− αn)

]
d2(xn, p)

+αn

[
αnd(f(yn), p) + 2(1− αn)d(Tnxn, yn)

]
d(f(yn), p)

+(1− αn)vn[2(1 + un)d(yn, p) + vn] + 2αn(1− αn)〈
−−−→
f(p)p,−→ynp〉. (3.10)



350 G.C. UGWUNADI, I.K. AGWU, C. IZUCHUKWU AND C.C. OKEKE

Therefore

d2(xn, p) ≤ [αnd(f(yn), p) + 2(1− αn)d(Tnyn, yn)]d(f(yn), p)

[1− (1− αn)wn/αn − 2γ(1− αn)]

+
(1− αn)vn/αn[2(1 + un)d(yn, p) + vn]

[1− (1− αn)wn/αn − 2γ(1− αn)]

+
2(1− αn)〈

−−−→
f(p)p,−→ynp〉

[1− (1− αn)wn/αn − 2γ(1− αn)]
. (3.11)

Since {ynj} 4−converges to a point p ∈ Γ, by Lemma 2.6, we obtain

lim
j→∞
〈
−−−→
f(p)p,−−→ynjp〉 ≤ 0. (3.12)

From (3.11) and (3.12), we get

lim
j→∞

d2(xnj , p) = 0.

Hence, lim
j→∞

xnj
= p. Next, we show that p ∈ Γ is a solution of variational inequality

(3.2). From Lemma 2.2 and (3.1), and for all q ∈ Γ, letting wm := u2m + 2um, we
obtain

d2(xm, q) ≤ αmd
2(f(ym), q) + (1− αm)d2(Tmym, q)

− αm(1− αm)d2(f(ym), Tmym)

≤ αmd
2(f(ym), q) + (1− αm)[(1 + um)d(ym, q) + vm]2

− αm(1− αm)d2(f(ym), Tmym)

≤ αmd
2(f(ym), q) + (1− αm)(1 + wm)d2(xm, q)

+ vm(1− αm)[2(1 + um)d(ym, q) + vm]

− αm(1− αm)d2(f(ym), Tmym),

Therefore,

d2(xm, q) ≤ (d2(f(ym), q) + vm/αm[2(1 + um)d(ym, q) + vm]

[1− (1− αm)wm/αm]

+
(1− αm)(1 + wm)vm/αm[2(1 + um)d(ym, q) + vm]

[1− (1− αm)wm/αm]

− (1− αm)d2(f(ym), Tmym)

[1− (1− αm)wm/αm]
. (3.13)

Since lim
m→∞

xm = p, then taking limit through as m→∞ in (3.13), we obtain

d2(p, q) ≤ d2(f(p), q)− d2(f(p), p).

Hence

〈
−−−→
pf(p),−→qp〉 =

1

2

(
d2(p, p) + d2(f(p), q)− d2(p, q)− d2(f(p), p)

)
≥ 0,
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where q ∈ Γ, it implies that p solves the variational inequality (3.2). Assume there
exists a subsequence {xnk

} of {xn} which 4−converges to q by the same argument,
we have that q ∈ Γ which solve the variational inequality (3.2), that is

〈
−−−→
qf(q),−→qp〉 ≤ 0 also 〈

−−−→
pf(p),−→pq〉 ≤ 0,

adding the two, we obtain

0 ≥ 〈
−−−→
pf(p),−→pq〉 − 〈

−−−→
qf(q),−→pq〉

= 〈
−−−→
pf(q),−→pq〉+ 〈

−−−−−→
f(q)f(p),−→pq〉

− 〈−→qp,−→pq〉 − 〈
−−−→
pf(q),−→pq〉

= 〈−→pq,−→pq〉 − 〈
−−−−−→
f(q)f(p),−→qp〉

≥ 〈−→pq,−→pq〉 − d(f(q)f(p))d(q, p)

≥ d2(p, q)− γd2(q, p)

= (1− γ)d2(p, q).

Since γ ∈ (0, 1), we d(p, q) = 0, and so p = q. Hence, {xn} converges strongly to p,
which is a solution of the variational inequality (3.2). �

We now give the following remark which will be needed in what follows.
Remark 3.2. If X is a CAT(0) space and A : X → 2X

∗
is a multivalued monotone

mapping, then for 0 < λ ≤ µ, we have that

d(Jλx, Jµx) ≤

(√
1− λ

µ

)
d(x, Jµx), ∀x ∈ X.

Indeed, from Lemma 2 (iii), we obtain that

µ+ λ

µ
d2(Jλx, Jµx) ≤ µ− λ

µ
d2(x, Jµx),

which implies that

d2(Jλx, Jµx) ≤
(

1− λ

µ

)
d2(x, Jµx).

That is,

d(Jλx, Jµx) ≤

(√
1− λ

µ

)
d(x, Jµx).

Theorem 3.3. Let X be a Hadamard space and X∗ be its dual space. Let
T : X → X be uniformly asymptotically regular and uniformly L-Lipschitzian gener-
alized asymptotically nonexpansive mapping with sequences {un}, {vn} ⊂ [0,∞) and
lim
n→∞

un = 0, lim
n→∞

vn = 0. Let A : X → 2X
∗

be a multivalued monotone mapping

which satisfies the range condition and f be a contraction mapping on X with coeffi-
cient γ ∈ (0, 1). Suppose that Γ := F (T ) ∩A−1(0) 6= ∅ and for arbitrary x1 = x ∈ C,
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the sequence {xn}∞n=1 is generated by
wn = Jλn

xn,

yn = αnf(wn)⊕ (1− αn)Tnwn,

xn+1 = βnwn ⊕ (1− βn)Tnyn, n ≥ 1,

(3.14)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn}∞n=1, {βn}∞n=1 ⊂ (0, 1), satisfying

(a) lim
n→∞

αn = 0,

∞∑
n=1

αn =∞, lim
n→∞

un
αn

= 0 and lim
n→∞

vn
αn

= 0,

(b) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1,

(c) lim
n→∞

|αn+1 − αn| = 0,

(d) L < (1− αnγ)/(1− αn),

(e) lim
n→∞

λn
λn+1

= 1.

Then, {xn}∞n=1 converges strongly to p ∈ Γ which solves the variational inequality

〈
−−−→
pf(p),−→qp〉 ≥ 0, q ∈ Γ. (3.15)

Proof. From condition (a) in Theorem 3.3, we get that

lim
n→∞

(1− αn)un/αn = 0,

lim
n→∞

(1− αn)un/[αn(1 + un)] = 0,

lim
n→∞

(1− αn)vn/αn = 0

and

lim
n→∞

(1− αn)vn/[αn(1 + un)] = 0.

Thus, there exists n0 ∈ N such that

(1− αn)un/αn < (1− γ)/4,

(1− αn)un/[αn(1 + un)] < (1− γ)/4,

(1− αn)vn/αn < (1− γ)/4

and

(1− αn)vn/[αn(1 + un)] < (1− γ)/4

respectively for all n ≥ n0. Letting p ∈ Γ, we obtain from (3.14) that

d(yn, p) = d(αnf(wn)⊕ (1− αn)Tnwn, p)

≤ αnd(f(wn), p) + (1− αn)d(Tnwn, p)

≤ αnγd(wn, p) + αnd(f(p), p) + (1− αn)[(1 + un)d(wn, p) + vn]

=
(

1− αn[(1− γ)− (1− αn)un/αn]
)
d(wn, p) + αnd(f(p), p)

+ (1− αn)vn. (3.16)



VISCOSITY-TYPE PROXIMAL POINT ALGORITHMS 353

From (3.14) and (3.16), we obtain

d(xn+1, p) = d(βnwn ⊕ (1− βn)Tnyn, p)

≤ βnd(wn, p) + (1− βn)(1 + un)d(yn, p) + (1− βn)vn

≤
(

1− αn(1− βn)(1 + un)[(1− γ)− (1− αn)un/αn − un/[αn(1 + un)]]
)
d(wn, p)

+ αn(1− βn)(1 + un)[d(f(p), p) + (1− αn)vn/αn + vn/[αn(1 + un)]

≤
[
1− αn(1− βn)(1 + un)

(
(1− γ)− (1− αn)un/αn − un/[αn(1 + un)]

)]
d(xn, p)

+ αn(1− βn)(1 + un)
(

(1− γ)− (1− αn)un/αn − un/[αn(1 + un)]
)

× 2[d(f(p), p) + (1− αn)vn/αn + vn/[αn(1 + un)]]

1− γ

≤ max
{
d(xn, p),

2d(f(p), p)

1− γ
+ 1
}
.

By induction, we have

d(xn, p) ≤ max

{
d(xn0 , p),

2d(f(p), p)

1− γ
+ 1

}
, ∀n ≥ n0.

Thus, {xn} is bounded and so {yn}, {Tnwn} and {f(wn)} are all bounded. Further-
more, from (3.14), Lemma 2.1 and 2.2(5), we obtain

d(yn+1, yn) = d(αn+1f(wn+1)⊕ (1− αn+1)Tn+1wn+1, αnf(wn)⊕ (1− αn)Tnwn)

≤ d(αn+1f(wn+1)⊕ (1− αn+1)Tn+1wn+1, αn+1f(wn+1)⊕ (1− αn+1)Tn+1wn)

+d(αn+1f(wn+1)⊕ (1− αn+1)Tn+1wn, αn+1f(wn)⊕ (1− αn+1)Tnwn)

+d(αn+1f(wn)⊕ (1− αn+1)Tnwn, αnf(wn)⊕ (1− αn)Tnwn)

≤ (1− αn+1)d(Tn+1wn+1, T
n+1wn) + αn+1d(f(wn+1), f(wn))

+(1− αn+1)d(Tn+1wn, T
nwn) + |αn+1 − αn|d(f(wn), Tnwn)

≤ (1− αn+1)[(1 + un+1)d(wn+1, wn) + vn+1] + αn+1γd(wn+1, wn)

+(1− αn+1)d(Tn+1wn, T
nwn) + |αn+1 − αn|d(f(wn), Tnwn)

= [1− αn+1(1− γ) + (1− αn+1)un+1]d(wn+1, wn)

+(1− αn+1)d(Tn+1wn, T
nwn)

+|αn+1 − αn|d(f(wn), Tnwn) + (1− αn+1)vn+1. (3.17)

Without loss of generality, we may assume that 0 < λn ≤ λn+1 ∀n ≥ 1. Now, from
Remark 3.2, we obtain

d(wn+1, wn) = d(Jλn+1xn+1, Jλnxn)

≤ d(Jλn+1xn+1, Jλn+1xn) + d(Jλn+1xn, Jλnxn)

≤ d(xn+1, xn) +

(√
1− λn

λn+1

)
d(Jλn+1

xn, xn). (3.18)
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Thus, from (3.17) and (3.18), we obtain

d(yn+1, yn)− d(xn+1, xn) ≤ [(1− αn+1)un+1 − αn+1(1− γ)]d(xn+1, xn)

+ [1− αn+1(1− γ) + (1− αn+1)un+1]

(√
1− λn

λn+1

)
d(Jλn+1

xn, xn)

+ (1− αn+1)d(Tn+1wn, T
nwn) + |αn+1 − αn|d(f(wn), Tnwn)

+ (1− αn+1)vn+1,

which implies that

lim sup
n→∞

(d(yn+1, yn)− d(xn+1, xn)) ≤ 0.

Therefore, it follows from Lemma 2.7 that

lim
n→∞

d(yn, xn) = 0. (3.19)

Also, from (3.14), we obtain

lim
n→∞

d(yn, T
nwn) ≤ lim

n→∞
αnd(f(wn), Tnwn) = 0. (3.20)

By repeating similar arguments in (3.4)-(3.8), we can easily show that

lim
n→∞

d(wn, xn) = lim
n→∞

d(Jλnxn, xn) = 0, (3.21)

and

lim
n→∞

d(Jλxn, xn) = 0. (3.22)

From (3.19) and (3.21), we obtain

lim
n→∞

d(wn, yn) = 0. (3.23)

Also, from (3.20) and (3.23), we have

d(yn, T
nyn) ≤ d(yn, T

nwn) + Ld(wn, yn)→ 0 as n→∞. (3.24)

Furthermore, from (3.23) and (3.24), we obtain

d(xn+1, wn) ≤ (1− βn)[d(Tnyn, yn) + d(yn, wn)]→ 0 as n→∞. (3.25)

Since

d(wn, T
nwn) ≤ d(wn, xn+1) + d(xn+1, T

nwn)

≤ d(wn, xn+1) + βnd(wn, T
nwn)

+ (1− βn)Ld(yn, wn),

then, from (3.23) and (3.25), we obtain

d(wn, T
nwn) = 1/(1− βn)d(xn+1, wn) + Ld(yn, xn)→ 0 as n→∞. (3.26)

Thus,

d(xn, T
nxn) ≤ (1 + L)d(xn, wn) + d(wn, T

nwn)→ 0 as n→∞. (3.27)

Also, from (3.21) and (3.25), we obtain

lim
n→∞

d(xn+1, xn) = 0. (3.28)
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Again, from (3.27) and (3.28), we get

d(xn, Txn) ≤ d(xn, xn+1) + d(xn+1, T
n+1xn+1)

+ d(Tn+1xn+1, T
n+1xn) + d(Tn+1xn, Txn)

≤ (1 + L)d(xn+1, xn) + d(xn+1, T
n+1xn+1)

+ Ld(Tnxn, xn)→ 0 as n→∞. (3.29)

Similarly, we obtain

lim
n→∞

d(yn, T yn) ≤ d(yn, xn) + d(xn, Txn) + d(Txn, Tyn)

≤ (1 + L)d(xn, yn) + d(xn, Txn)→ 0 as n→∞. (3.30)

For each m ≥ 0, let zm ∈ X be the unique fixed point of the contraction mapping
such that zm = βmzm ⊕ (1− βm)Tmym, where ym = αmf(zm)⊕ (1− αm)Tmzm (see
Theorem 3.1), we obtain

d(zm, yn) = d(βnzm ⊕ (1− βm)Tmym, ym)

≤ βmd(zm, yn) + (1− βm)d(Tmym, yn)

≤ βnd(zm, yn) + (1− βm)[d(Tmym, T
myn) + d(Tmyn, yn)]

≤ βnd(zm, yn) + (1− βm)[(1 + un)d(ym, yn) + vn + d(Tmyn, yn)],

which implies

d(zm, yn) ≤ (1 + un)d(ym, yn) + vn + d(Tmyn, yn). (3.31)

Now, let tm := 2um + u2m, then from (3.31), Lemma 2.2(4) and lim
m→∞

zm = p, we

obtain

d2(ym, yn) = 〈−−−→ymyn,
−−−→ymyn〉

= 〈
−−−−−−→
ymT

mzm,
−−−→ymyn〉+ 〈

−−−−−→
Tmzmyn,

−−−→ymyn〉

≤ αm〈
−−−−−−−−→
f(zm)Tmzm,

−−−→ymyn〉+ 〈
−−−−−→
Tmzmyn,

−−−→ymyn〉

= αm〈
−−−−−−−−→
f(zm)Tmzm,

−−−→ymzm〉+ αm〈
−−−−−→
f(zm)yn,

−−−→zmyn〉+ αm〈
−−−−−→
ynT

mzm,
−−−→zmyn〉

+ 〈
−−−−−−−−→
TmzmT

myn,
−−−→ymyn〉+ 〈

−−−−−→
Tmynyn,

−−−→ymyn〉

≤ αmd(f(zm), Tmzm)d(ym, zm) + αm〈
−−−−−−→
f(zm)zm,

−−−→zmyn〉+ αm〈
−−−−−−→
zmT

mzm,
−−−→zmyn〉

+ d(Tmzm, T
myn)d(ym, yn) + d(Tmyn, yn)d(ym, yn)

≤ αmd(f(zm), Tmzm)d(ym, zm) + αm〈
−−−−−−→
f(zm)zm,

−−−→zmyn〉+ αm〈
−−−−−−→
zmT

mzm,
−−−→zmyn〉

+ [(1 + um)d(zm, yn) + vm]d(ym, yn) + d(Tmyn, yn)d(ym, yn)

≤ αmd(f(zm), Tmzm)d(ym, zm) + αm〈
−−−−−−→
f(zm)zm,

−−−→zmyn〉+ αmd(zm, T
mzm)d(zm, yn)

+ (1 + tm)d2(ym, yn) + vm(2 + um)d(ym, yn) + (2 + um)d(Tmyn, yn)d(ym, yn).
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Therefore,

〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉 ≤ d(f(zm), Tmzm)d(ym, zm) + d(zm, T
mzm)d(zm, yn)

+ wm/αmd
2(ym, yn) + vmαm(2 + um)d(ym, yn)

+ (2 + um)/αmd(Tmyn, yn)d(ym, yn).

Thus, taking the upper limit as n → ∞ first, and then as m → ∞, we obtain from
(3.19), (3.27) and (3.30) that

lim sup
m→∞

lim sup
n→∞

〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉 ≤ 0. (3.32)

Furthermore

〈
−−−→
f(p)p,−−→wnp〉 = 〈

−−−−−−−→
f(p)f(zm),−−→wnp〉+ 〈

−−−−−−→
f(zm)zm,

−−−→wnyn〉

+ 〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉+ 〈
−−−−−−→
f(zm)zm,

−−→zmp〉+ 〈−−→zmp,−−→wnp〉
≤ d(f(p), f(zm))d(wn, p) + d(f(zm), zm)d(wn, yn)

+ 〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉+ d(f(zm), zm)d(zm, p)

+ d(zm, p)d(wn, p)

≤ (1 + γ)d(zm, p)d(wn, p) + 〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉
+ [d(wn, yn) + d(zm, p)]d(f(zm), zm),

which implies from (3.23) and lim
m→∞

zm = p that

lim sup
n→∞

〈
−−−→
f(p)p,−−→wnp〉 = lim sup

m→∞
lim sup
n→∞

〈
−−−→
f(p)p,−−→wnp〉

≤ lim sup
m→∞

lim sup
n→∞

〈
−−−−−−→
f(zm)zm,

−−−→ynzm〉 ≤ 0.

Finally, we show that xn → p as n→∞.
Since

lim
n→∞

(1− αn)un/αn = 0

and
lim
n→∞

(1− αn)vn/αn = 0,

then there exists n0 ∈ N such that

(1− αn)un/αn < (1− γ)/4

and
lim
n→∞

(1− αn)vn/αn < (1− γ)/4

respectively for all n ≥ n0. Thus, using Lemma 2.2, we obtain

d2(xn+1, p) = d2(βnwn ⊕ (1− βn)Tnyn, p)

≤ βnd
2(wn, p) + (1− βn)d2(Tnyn, p)

= βnd
2(wn, p) + (1− βn)〈

−−−−→
Tnynp,

−−−−→
Tnynp〉

= βnd
2(wn, p) + (1− βn)[〈

−−−−→
Tnynp,

−−−−−→
Tnynwn〉

+ 〈
−−−−−→
Tnynyn,

−−−−−→
Tnynwn〉+ 〈−→ynp,−−→wnp〉], (3.33)
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and

〈−→ynp,−−→wnp〉 ≤ αn〈
−−−−→
f(wn)p,−−→wnp〉+ (1− αn)〈

−−−−→
Tnwnp,

−−→wnp〉

≤ αn〈
−−−−−−−→
f(wn)f(p),−−→wnp〉+ αn〈

−−−→
f(p)p,−−→wnp〉

+ (1− αn)d(Tnwn, p)d(wn, p)

≤ αnd(f(wn), f(p))d(wn, p) + αn〈
−−−→
f(p)p,−−→wnp〉

+ (1− αn)[(1 + un)d(wn, p) + vn]d(wn, p)

≤ [αnγ + (1− αn)(1 + un)]d2d(wn, p) + αn〈
−−−→
f(p)p,−−→wnp〉

+ (1− αn)vnd(wn, p). (3.34)

Since {wn} and {Tnyn} are bounded, there exists M > 0 such that

M := sup
n≥1
{d(Tnyn, p), d(wn, p)}.

Thus, we obtain from (3.33) and (3.34) that

d2(xn+1, p) ≤
[
βn + (1− βn)[αnγ + (1− αn)(1 + un)]

]
d2(wn, p)

+(1− βn)(1− αn)vnd(wn, p) + (1− βn)〈
−−−−→
Tnynp,

−−−−−→
Tnynwn〉

+(1− βn)〈
−−−−−→
Tnynyn,

−−→wnp〉+ αn(1− βn)〈
−−−→
f(p)p,−−→wnp〉

≤
[
1− αn(1− βn)[1− γ − (1− αn)un/αn]

]
d2(wn, p)

+(1− βn)(1− αn)vnd(wn, p) + (1− βn)d(Tnyn, p)d(Tnwn, yn)

+(1− βn)d(Tnyn, yn)d(wn, p) + αn(1− βn)〈
−−−→
f(p)p,−−→wnp〉

≤
[
1− αn(1− βn)[1− γ − (1− αn)un/αn]

]
d2(xn, p)

+αn(1− βn)[1− γ − (1− αn)un/αn]

× [〈
−−−→
f(p)p,−−→wnp〉+ (1− αn)vn/αn]

(1− γ − (1− αn)un/αn)

+(1− βn)M [d(Tnyn, wn) + d(Tnyn, yn)]

≤
[
1− αn(1− βn)[1− γ − (1− αn)un/αn]

]
d2(xn, p)

+αn(1− βn)[1− γ − (1− αn)un/αn]

× [〈
−−−→
f(p)p,−−→wnp〉+ (1− αn)vn/αn]

(1− γ − (1− αn)un/αn)

+(1− βn)M [d(yn, wn) + 2d(Tnyn, yn)],

that is,

d2(xn+1, p) ≤ (1− δn)d2(xn, p) + δnθn + σn, (3.35)

where

δn := αn(1− βn)[1− γ − (1− αn)un/αn],
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θn :=
[〈
−−−→
f(p)p,−−→xnp〉+ (1− αn)vn/αn]

[1− γ − (1− αn)un/αn]

and

σn := (1− βn)M [d(yn, wn) + 2d(Tnyn, yn)].

Thus, applying Lemma 2.11 in (3.35), we obtain that d(xn, p)→ 0 as n→∞. Hence
{xn} converges strongly to p which solves the variational inequality (3.15). �

The following corollaries follows from Theorem 3.1 and Theorem 3.3 respectively.
Corollary 3.4. Let X be a Hadamard space and X∗ be its dual space. Let T : X →
X be uniformly asymptotically regular and uniformly L-Lipschitzian asymptotically
nonexpansive mapping with sequence {un} ⊂ [0,∞) such that lim

n→∞
un = 0.

Let A : X → 2X
∗

be a multivalued monotone mapping which satisfies the range
condition and f be a contraction mapping on X with coefficient γ ∈ (0, 1). Suppose
that Γ := F (T ) ∩ A−1(0) 6= ∅ and for arbitrary x1 = x ∈ C, the sequence {xn}∞n=1 is
generated by {

yn = Jλn
(xn),

xn = αnf(yn)⊕ (1− αn)Tnyn n ≥ 1,
(3.36)

where {αn}∞n=1 ⊂ (0, 1) satisfying

lim
n→∞

αn = 0,

∞∑
n=1

αn =∞ and lim
n→∞

un
αn

= 0,

assuming that L < (1− αnγ)/(1− αn) and 0 < λ ≤ λn ∀n ≥ 1.
Then {xn}∞n=1 converges strongly to p ∈ Γ which solves the variational inequality

〈
−−−→
pf(p),−→qp〉 ≥ 0, q ∈ Γ. (3.37)

Corollary 3.5. Let X be a Hadamard space and X∗ be its dual space.
Let T : X → X be uniformly asymptotically regular and uniformly L-Lipschitzian
asymptotically nonexpansive mapping with sequence {un} ⊂ [0,∞) such that

lim
n→∞

un = 0.

Let A : X → 2X
∗

be a multivalued monotone mapping which satisfies the range
condition and f be a contraction mapping on X with coefficient γ ∈ (0, 1). Suppose
that Γ := F (T ) ∩ A−1(0) 6= ∅ and for arbitrary x1 = x ∈ C, the sequence {xn}∞n=1 is
generated by  wn = Jλnxn,

yn = αnf(wn)⊕ (1− αn)Tnwn,
xn+1 = βnwn ⊕ (1− βn)Tnyn, n ≥ 1,

(3.38)

where 0 < λ ≤ λn ∀n ≥ 1 and {αn}∞n=1, {βn}∞n=1 ⊂ (0, 1), satisfying

(a) lim
n→∞

αn = 0,

∞∑
n=1

αn =∞ and lim
n→∞

un
αn

= 0,

(b) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1,



VISCOSITY-TYPE PROXIMAL POINT ALGORITHMS 359

(c) lim
n→∞

|αn+1 − αn| = 0,

(d) L < (1− αnγ)/(1− αn),

(e) lim
n→∞

λn
λn+1

= 1.

Then, {xn}∞n=1 converges strongly to p ∈ Γ which solves the variational inequality

〈
−−−→
pf(p),−→qp〉 ≥ 0, q ∈ Γ. (3.39)
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