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Abstract. The purpose of this paper is to study an inclusion problem which involves the sum of

two monotone operators in a real reflexive Banach space. Using the technique of Bregman distance,

we study the operator ResfT ◦A
f which is the composition of the resolvent of a maximal monotone

operator T and the antiresolvent of a Bregman inverse strongly monotone operator A and prove that

0 ∈ Tx+Ax if and only if x is a fixed point of the composite operator ResfT ◦A
f . Consequently, weak

and strong convergence results are given for the inclusion problem under study in a real reflexive

Banach space. We apply our results to convex optimization and mixed variational inequalities in

a real reflexive Banach space. Our results are new, interesting and extend many related results on
inclusion problems from both Hilbert spaces and uniformly smooth and uniformly convex Banach

spaces to more general reflexive Banach spaces.
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1. Introduction

Let E be a real reflexive Banach space with norm ‖.‖ and E∗ its topological dual
space. We denote the value of x∗ ∈ E∗ at x ∈ E by 〈x∗, x〉. Throughout this paper,
f : E → (−∞,+∞] is a proper, lower semi-continuous, and convex function, and
the Fenchel conjugate of f (see, e.g., [38, 50]) is the function f∗ : E∗ → (−∞,+∞]
defined by

f∗(x∗) = sup{〈x∗, x〉 − f(x) : x ∈ E}.
281
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We denote by domf the domain of f , that is, the set {x ∈ E : f(x) < +∞}. For any
x ∈ intdomf and y ∈ E, the right-hand derivative of f at x in the direction of y is
defined by

fo(x, y) := lim
t→0+

f(x+ ty)− f(x)

t
. (1.1)

The function f is said to be Gâteaux differentiable at x if the limit as t→ 0+ in (1.1)
exists for any y ∈ E. In this case, fo(x, y) coincides with 〈∇f(x), y〉 the value of the
gradient ∇f at x. The function f is said to be Gâteaux differentiable if it is Gâteaux
differentiable for any x ∈ intdomf . The function f is Fréchet differentiable at x if
the limit in (1.1) is attained with ||y|| = 1 and uniformly Fréchet differentiable on a
subset C of E if the limit is attained uniformly for x ∈ C and ||y|| = 1.
The function f is said to be Legendre if it satisfies the following two conditions:

(L1) intdomf 6= ∅ and the subdifferential ∂f is single-valued in its domain;
(L2) intdomf∗ 6= ∅ and ∂f∗ is single-valued on its domain;

where the subdifferential of f is the mapping ∂f : E → 2E
∗

defined by

∂f(x) = {x∗ ∈ E∗ : f(x)− f(u) ≤ 〈x− u, x∗〉, ∀ u ∈ E}.

The class of Legendre functions in infinite dimensional Banach spaces was first intro-
duced and studied by Bauschke, Borwein and Combettes in [5]. Their definition is
equivalent to conditions (L1) and (L2) because the space E is assumed to be reflexive
(see [5], Theorems 5.4 and 5.6, page 634). It is well known that in reflexive spaces
∇f = (∇f∗)−1 (see [6], page 83). When this fact is combined with conditions (L1)
and (L2), we obtain

ran∇f = dom∇f∗ = int(domf∗) and ran∇f∗ = dom∇f = int(domf).

It also follows that f is Legendre if and only if f∗ is Legendre (see [5], Corollary 5.5,
page 634) and that the functions f and f∗ are Gâteaux differentiable and strictly
convex in the interior of their respective domains. Several interesting examples of
the Legendre functions are presented in [3, 5]. Especially, the functions 1

s‖.‖
s with

s ∈ (1,∞) are Legendre, where the Banach space E is smooth and strictly convex,
and in particular, a Hilbert space.
Definition 1.1. Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable
function, the function Df : domf× intdomf → [0,∞) which is defined by

Df (y, x) := f(y)− f(x)− 〈∇f(x), y − x〉, (1.2)

is called the Bregman distance ([11, 16]).

The Bregman distance has the following important property, which is called the three
point identity: for any x ∈ domf and y, z ∈ intdomf,

Df (x, y) +Df (y, z)−Df (x, z) = 〈∇f(z)−∇f(y), x− y〉. (1.3)

Let T : C → C (C, a non-empty subset of int(domf)) be a mapping, a point x ∈ C
is called a fixed point of T if Tx = x. The set of fixed points of T is denoted by
F (T ). Also, a point x̂ ∈ C is said to be an asymptotic fixed point of T if C contains
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a sequence {xn} which converges weakly to x̂ and lim
n→∞

||xn − Txn|| = 0. The set of

asymptotic fixed points of T is denoted by F̂ (T ).
Definition 1.2. ([4, 7, 36]) Let C be a nonempty, closed and convex subset of E. A
mapping T : C → int(dom f) is called

(i) Bregman Firmly Nonexpansive (BFNE) if

〈∇f(Tx)−∇f(Ty), Tx− Ty〉 ≤ 〈∇f(x)−∇f(y), Tx− Ty〉 ∀x, y ∈ C.

(ii) Bregman Strongly Nonexpansive (BSNE) with respect to a nonempty F̂ (T )
if

Df (p, Tx) ≤ Df (p, x)

for all p ∈ F̂ (T ) and x ∈ C and if whenever {xn} ⊂ C is bounded, p ∈ F̂ (T )
and

lim
n→∞

(
Df (p, xn)−Df (p, Txn)

)
= 0,

it follows that

lim
n→∞

Df (Txn, xn) = 0.

Now, let T : E → 2E
∗

be a set-valued mapping. Recall that the domain of the mapping
T is defined by domT = {x ∈ E : Tx 6= ∅}. Let G(T ) be the graph of T , that is,
G(T ) := {(x, x∗) ∈ E×E∗ : x∗ ∈ Tx}. A set-valued mapping T is said to be monotone
if 〈u− v, x− y〉 ≥ 0 whenever (x, u), (y, v) ∈ G(T ). It is said to be maximal monotone
if its graph is not contained in the graph of any other monotone operator on E. It is
known that if T is maximal monotone, then the set T−1(0∗) := {z ∈ E : 0∗ ∈ Tz} is
closed and convex. We know that the resolvent of a maximal monotone operator T,

denoted by ResfT : E → 2E , is defined as follows (see, e.g., [4]):

ResfT := (∇f + T )−1 ◦ ∇f.

Remark 1.3. It is known that ResfT is a BFNE operator, single-valued and

F (ResfT ) = T−1(0∗) (see, e.g., [4]). Also, if f : E → R is a Legendre function
which is bounded, uniformly Fréchet differentiable on bounded subsets of E, then

ResfT is BSNE and F̂ (ResfT ) = F (ResfT ) (see, e.g., [47]).

Assume that the Legendre function f satisfies the following range condition:

ran(∇f −A) ⊆ ran∇f.

An operator A : E → 2E
∗

is called Bregman Inverse Strongly Monotone (BISM) if
(dom A)∩ (dom f) 6= ∅ and for any x, y ∈ intdom f and each u ∈ Ax and v ∈ Ay, we
have

〈u− v,∇f∗(∇f(x)− u)−∇f∗(∇f(y)− v)〉 ≥ 0. (1.4)

Observe that if A is single-valued in a real Hilbert space H, then (1.4) is equivalent
to

〈Ax−Ay, x− y〉 ≥ ‖Ax−Ay‖2, ∀x, y ∈ H.
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Therefore, the class of BISM mappings in (1.4) is a generalization of the class of
single-valued firmly nonexpansive mappings in real Hilbert spaces. For any operator
A : E → 2E

∗
, the anti-resolvent operator Af : E → 2E of A is defined by

Af := ∇f∗ ◦ (∇f −A).

Observe that

domAf ⊆ (domA) ∩ (intdomf) and ranAf ⊆ intdomf.

It is also known that the operator A is BISM if and only if the anti-resolvent Af is
a single-valued BFNE (see, e.g., [14], Lemma 3.2(c) and (d), p. 2109) and F (Af ) =
A−1(0∗). For examples and further information on BISM, see [14].
Suppose T is a maximal monotone operator in a real Hilbert space H. A basic
problem that arises in several branches of applied mathematics (see, for instance,
[19, 28, 32, 48, 49, 57, 62] and the references therein) is to

find x ∈ H such that 0 ∈ Tx. (1.5)

One of the methods for solving this problem is the well-known Proximal Point Algo-
rithm (PPA) introduced by Martinet [37]. The PPA generates for any starting point
x1 = x ∈ H, a sequence {xn} in H such that

xn+1 = (I + λnT )−1xn, n = 1, 2, ... (1.6)

where {λn} is a given sequence of positive real numbers. This algorithm was further
developed by Rockafellar (see, [49]), who proved that the sequence generated by (1.6)
converges weakly to an element of T−1(0) (where T−1(0) := {x ∈ H : 0 ∈ Tx}) when
T−1(0) is nonempty and lim inf

n→∞
λn > 0.

Furthermore in [49], Rockafellar asked if the sequence generated by (1.6) converges
strongly in general. This question was answered in the negative by Güler [24] who
presented an example of a subdifferential for which the sequence generated by (1.6)
converges weakly but not strongly. For more recent results on PPA, please see [8, 9,
10, 22, 39, 53] and the references contained therein.
In the synthetic formulation, the operator T in Problem (1.5) can be decomposed as
sum of two monotone operators which leads to the problem of the form:

find x ∈ H such that 0 ∈ Tx+Ax, (1.7)

where A, T : H → 2H are nonlinear monotone operators. Problem (1.7) is a very gen-
eral format for certain concrete problems in machine learning, linear inverse problem
and many nonlinear problems such as convex programming, variational inequalities
and split feasibility problem.
Example 1.4. A stationary solution to the initial value problem of the evolution
equation

0 ∈ ∂u

∂t
+Ku, u(0) = u0,

can be rewritten as (1.7) where the governing monotone operator K is of the form
K = T +A.



WEAK AND STRONG CONVERGENCE RESULTS 285

Example 1.5. Let φ, ϕ : H → (−∞,+∞] be two proper, lower semi-continuous and
convex functions and B : H → H be a bounded linear operator. The minimization
problem

min
x∈H
{φ(x) + ϕ(Bx)} (1.8)

can be written in the form of (1.7), where φ and ϕ ◦ B have a common point of
continuity with T := ∂φ and A := B∗ ◦ ∂ϕ ◦ B. Here B∗ is the adjoint of B. It is
well-known (see, e.g., [12, 20, 54, 55]) that the minimization problem (1.8) is widely
used in image recovery, signal processing and machine learning.
Example 1.6. Let φ : H → (−∞,+∞] be a proper convex and lower semi-continuous
function and ∂φ be the subdifferential of φ. If T = ∂φ, then problem (1.7) is equivalent
to the following mixed variational inequality problem: find x ∈ H such that

〈Ax, y − x∗〉+ φ(y)− φ(x) ≥ 0, ∀ y ∈ H. (1.9)

In particular, if C is a nonempty, closed and convex subset of H and φ is the indicator
function, that is

φ(x) =


0, if x ∈ C,

+∞, if x /∈ C,
(1.10)

then problem (1.9) is equivalent to the classical variational inequality problem: find
x ∈ C such that

〈Ax, y − x〉 ≥ 0, ∀ y ∈ C. (1.11)

It is easy to see that (1.11) is equivalent to finding a point x ∈ C such that

0 ∈ Tx+Ax,

where T is the subdifferential of the indicator function of C.

However, there is little work in the existing literature on the approximation of zeroes
of sum of monotone operators in Banach spaces, though there are some works on
finding zero of sum of accretive operators in Banach space (see [17, 18, 34, 52, 63, 60]
and references contained therein). The main difficulties are due to the fact that the
inner product structure of a Hilbert space fails to be true in a Banach space and that
unlike the accretive operators the definition of monotone operators in Banach spaces
does not involve the duality mapping.
In this paper, we shall use the technique of Bregman distance to carry out certain
investigations on the approximation of zero of the sum of a maximal monotone oper-
ator T and a Bregman inverse strongly monotone operator A using the composition
of the resolvent operator on T and the antiresolvent operator on A in a real reflexive
Banach space. Our results complement and extend many corresponding results (in
particular, [26, 27, 30, 33, 49, 61]) from both Hilbert spaces and uniformly smooth
and uniformly convex Banach spaces to more general reflexive Banach spaces.
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2. Preliminaries

In this section, we will give some basic definitions and results that are needed in
the sequel. We denote the strong convergence of {xn} to a point x ∈ E by xn → x
and the weak convergence of {xn} to x by xn ⇀ x.
The Bregman projection (see [11]) of x ∈ int(domf) onto the nonempty, closed and

convex subset C ⊂ int(domf) is defined as the necessarily unique vector ProjfC(x) ∈ C
satisfying

Df (ProjfC(x), x) = inf{Df (y, x) : y ∈ C}. (2.1)

Note that if E is a Hilbert space and f(x) = 1
2 ||x||

2, then the Bregman projection of
x onto C is the metric projection PC .
Let f : E → R∪{+∞} be a convex and Gâteaux differentiable function. The function
f is said to be totally convex at x ∈ int dom f if its modulus of totally convexity at
x, that is, the function vf : int(domf)× [0,+∞)→ [0,+∞] defined by

vf (x, t) := inf{Df (y, x) : y ∈ domf, ||y − x|| = t} (2.2)

is positive for any t > 0. The function f is said to be totally convex when it is totally
convex at every point x ∈ int(dom f). In addition, the function f is said to be totally
convex on bounded sets if vf (B, t) is positive for any nonempty bounded subset B,
where the modulus of total convexity of the function f on the set B is the function
vf : int(dom f)× [0,+∞)→ [0,+∞] which is defined by

vf (B, t) := inf{vf (x, t) : x ∈ B ∩ domf}. (2.3)

For further details and examples on totally convex functions see [7, 13, 15].
Lemma 2.1. ([15]) Let f be totally convex on int(domf). Let C be a nonempty,
closed and convex subset of int(domf) and x ∈int(domf), if ω ∈ C, then the following
conditions are equivalent:

i. the vector ω is the Bregman projection of x onto C, with respect to f ,
ii. the vector ω is the unique solution of the variational inequality

〈∇f(x)−∇f(z), z − y〉 ≥ 0 ∀y ∈ C,

iii. the vector ω is the unique solution of the inequality

Df (y, z) +Df (z, x) ≤ Df (y, x) ∀y ∈ C.

Recall that a function f is said to be sequentially consisted (see [15]) if for any two
sequences {xn} and {yn} in E such that the first one is bounded,

lim
n→∞

Df (yn, xn) = 0⇒ lim
n→∞

||yn − xn|| = 0.

The following lemma follows from [46].
Lemma 2.2. If domf contains at least two points, then the function f is totally
convex on bounded sets if and only if it is sequentially consistent.

One powerful tool for deriving weak or strong convergence of iterative sequence is
due to Opial [41]. A Banach space E is said to satisfy Opial property [41] if for any
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weakly convergent sequence {xn} in E with weak limit x, we have

lim sup
n→∞

||xn − x|| < lim sup
n→∞

||xn − y||

for all y in E with y 6= x. It is well know that all Hilbert spaces, all finite dimensional
Banach spaces and the Banach space lp (1 ≤ p < ∞) satisfy the Opial property.
However, it is well known that not every Banach space satisfies the Opial property,
see, for example, [21, 23]. But, the following Bregman Opial-like inequality for every
Banach space E has been proved in [25].
Lemma 2.3. ([25, 42]) Let E be a Banach space and let f : E → (−∞,∞] be a proper
strictly convex function and Gâteaux differentiable such that ∇f is weakly sequentially
continuous and {xn} is a sequence in E such that xn ⇀ u for some u ∈ E. Then

lim sup
n→∞

Df (u, xn) < lim sup
n→∞

Df (v, xn),

for all v in the interior of domf with u 6= v.

The following lemmas will be used in the convergence analysis in the sequel.
Lemma 2.4. ([29]) Let f : E → (−∞,+∞] be a Legendre function and let A : E →
2E

∗
be a BISM operator such that A−1(0∗) 6= ∅. Then the following statements hold:

(i) A−1(0∗) = F (Af ).
(ii) For any w ∈ A−1(0∗) and x ∈ dom Af , we have

Df (w,Af (x)) +Df (Af (x), x) ≤ Df (w, x).

Remark 2.5. If the Legendre function f is uniformly Fréchet differentiable and
bounded on bounded subsets of E, then the anti-resolvent Af is a single-valued BSNE

operator which satisfies F (Af ) = F̂ (Af ) (cf. [47]).

Lemma 2.6. ([44]) If f : E → R is uniformly Fréchet differentiable and bounded on
bounded subsets of E, then ∇f is uniformly continuous on bounded subsets of E from
the strong topology of E to the strong topology of E∗.

Lemma 2.7. ([46]) Let f : E → R be a Gâteaux differentiable and totally convex
function. If x1 ∈ E and the sequence {Df (xn, x1)} is bounded, then the sequence
{xn} is also bounded.

Lemma 2.8. ([29]) Assume that f : E → R is a Legendre function which is uniformly
Fréchet differentiable and bounded on bounded subsets of E. Let C be a nonempty
closed and convex subset of E. Let {Ti : 1 ≤ i ≤ N} be BSNE operators which satisfy

F̂ (Ti) = F (Ti) for each 1 ≤ i ≤ N and let T := TNTN−1 . . . T1. If

∩{F (Ti) : 1 ≤ i ≤ N}

and F (T ) are nonempty, then T is also BSNE with F (T ) = F̂ (T ).

Lemma 2.9. ([46]) Let f : E → R be a Gâteaux differentiable and totally convex
function, x1 ∈ E and let C be a nonempty, closed and convex subset of E. Suppose
that the sequence {xn} is bounded and any weak sequential limit of {xn} belongs to
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C. If Df (xn, x1) ≤ Df (ProjfC(x1), x1) for any n ∈ N, then {xn} converges strongly

to ProjfC(x1).

Lemma 2.10. ([58]) Assume that {an} is a sequence of nonnegative real numbers
such that

an+1 ≤ (1− αn)an + bn, ∀n ≥ 1,

where {αn} is a sequence in (0, 1) and {bn} is a sequence such that

(a)

∞∑
n=1

αn =∞,

(b) lim sup
n→∞

bn
αn
≤ 0 or

∞∑
n=1

bn <∞.

Then lim
n→∞

an = 0.

Lemma 2.11. ([35]) Let {xn} be a sequence of real numbers such that there exists
a subsequence {xnj

} of {xn} such that xnj
< xnj+1 for all j ∈ N. Then there

exists a nondecreasing sequence {mk} of N such that lim
k→∞

mk =∞ and the following

properties are satisfied by all (sufficiently large) numbers k ∈ N :

xmk
≤ xmk+1 and xk ≤ xmk+1.

In fact, mk is the largest number n in the set {1, 2, · · · , k} such that the condition
xn < xn+1 holds.

Let f : E → R be a convex, Legendre and Gâteaux differentiable function and let
Vf : E × E∗ → [0,∞) (see [1, 16]) be defined by

Vf (x, x∗) = f(x)− 〈x∗, x〉+ f∗(x∗), ∀x ∈ E, x∗ ∈ E∗. (2.4)

Then Vf is nonnegative and Vf (x, x∗) = Df (x,∇f∗(x∗)), ∀x ∈ E, x∗ ∈ E∗.
Furthermore, by the subdifferential inequality, we have (see [31])

Vf (x, x∗) + 〈y∗,∇f∗(x∗)− x〉 ≤ Vf (x, x∗ + y∗) ∀x ∈ E, x∗, y∗ ∈ E∗. (2.5)

In addition, if f : E → (−∞; +∞] is a proper lower semi-continuous function, then
f∗ : E∗ → (−∞,+∞] is a proper weak∗ lower semi-continuous and convex function
(see [43]). Hence Vf is convex in the second variable. Thus, for all z ∈ E,

Df (z,∇f∗
(

N∑
i=1

ti∇f(xi)

)
≤

N∑
i=1

tiDf (z, xi). (2.6)

where {xi}Ni=1 ⊂ E and {ti} ⊂ (0, 1) with
∑N
i=1 ti = 1.

Let E be a Banach space and let Br := {z ∈ E : ||z|| ≤ r} for all r > 0. Then
a function f : E → R is said to be uniformly convex on bounded subsets of E if
ρr(t) > 0 for all r, t > 0, where ρr : [0,∞)→ [0,∞] is defined by

ρr(t) = inf
x,y∈Br,||x−y||=t,α∈(0,1)

αf(x) + (1− α)f(y)− f(αx+ (1− α)y)

α(1− α)

for all t ≥ 0. ρr is called the gauge of uniform convexity of f (see, [59], pp. 203, 221).
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Lemma 2.12. ([40]) Let Let E be a Banach space, let r > 0 be a constant and
let f : E → R be a convex function which is uniformly convex function on bounded
subsets of E. Then

f(αx+ (1− α)y) ≤ αf(x) + (1− α)g(y)− α(1− α)ρr(||x− y||) (2.7)

for all x, y ∈ Br and α ∈ (0, 1), where ρr is the guage of uniform convexity of f .

For the rest of this paper, we define

(T +A)−1(0) := {x ∈ E : 0 ∈ Tx+Ax},

where T : E → 2E
∗
, A : E → E∗. Thus, (T + A)−1(0) is the set of solutions to the

inclusion problem

0 ∈ Tx+Ax, x ∈ E. (2.8)

3. Main results

We start our contributions in this paper with the following important proposition.
Proposition 3.1. Assume that f : E → R is a Legendre function which is uniformly
Fréchet differentiable and bounded on bounded subsets of E. Let T : E → 2E

∗
be a

maximal monotone operator and let A : E → E∗ be a single valued BISM operator
such that (T +A)−10 6= ∅. Then,

(a) F (ResfT ◦Af ) = (T +A)−10,

(b) F (ResfT ◦Af ) = F (ResfT ) ∩ F (Af ),
(c) (T +A)−10 is closed and convex,

(d) ResfT ◦Af is a BSNE operator and F (ResfT ◦Af ) = F̂ (ResfT ◦Af ).

Proof. (a) Let x ∈ (ResfT ◦Af ), we have that

x = (ResfT ◦A
f )(x) ⇔ x = ((∇f + T )−1 ◦ ∇f) ◦ (∇f∗ ◦ (∇f −A))(x)

⇔ x = (∇f + T )−1 ◦ (∇f −A)(x)

⇔ (∇f −A)x ∈ (∇f + T )(x)

⇔ 0 ∈ (T +A)(x).

Thus, F (ResfT ◦Af ) = (T +A)−10.

(b) Since F (ResfT )∩F (Af ) ⊆ F (ResfT ◦Af ), it suffices to show that F (ResfT ◦Af ) ⊆
F (ResfT ) ∩ F (Af ). Let x ∈ F (ResfT ◦Af ) and y ∈ F (ResfT ) ∩ F (Af ). Then

Df (y, x) = Df (y,ResfT ◦A
f (x))

≤ Df (y,Af (x)). (3.1)

By Lemma 2.4, we obtain

Df (y,Af (x)) +Df (Af (x), x) ≤ Df (y, x),
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then from (3.1), we have

Df (Af (x), x) ≤ Df (y, x)−Df (y,Af (x))

≤ Df (y,Af (x))−Df (y,Af (x))

= 0.

This implies that Af (x) = x, and thus x ∈ F (Af ).

Moreover, x ∈ F (ResfT ◦Af ) and x ∈ F (Af ) implies that

x = ResfT ◦A
f (x) = ResfT (x),

thus x ∈ F (ResfT ). Hence x ∈ F (ResfT ) ∩ F (Af ).

Therefore, F (ResfT ◦Af ) ⊆ F (ResfT ) ∩ F (Af ) and the conclusion follows.
(c). From (a) and (b), we know that

(T +A)−10 = F (ResfT ◦A
f ) = F (ResfT ) ∩ F (Af )

and since F (ResfT ) and F (Af ) are both closed and convex, we have that (T +A)−10
is closed and convex.
(d). Since ResfT and Af are BSNE operators (see Remarks 1.3 and 2.5) and

F (ResfT ) ∩ F (Af ) = (T +A)−10 6= ∅,

it then follows from Lemma 2.8 that ResfT ◦Af is BSNE and

F (ResfT ◦A
f ) = F̂ (ResfT ◦A

f ). �

Remark 3.2. As a passing remark, it should be noted that Proposition 3.1 also holds
in a reflexive Banach space E with f : E → R a strongly coercive Bregman function
which is locally bounded, locally uniformly convex, and locally uniformly smooth on
E.

We now present a weak convergence theorem for approximating solutions of inclusion
problem (2.8) in a real reflexive Banach space.
Theorem 3.3. Let E be a real reflexive Banach space and f : E → R be a strongly
coercive Bregman function which is locally bounded, locally uniformly convex, and
locally uniformly smooth on E. Let T : E → 2E

∗
be a maximal monotone operator

and A : E → E∗ be a single valued BISM operator. Suppose Γ = (T + A)−10 6= ∅.
Define a sequence {xn} in E as follows:

xn+1 = ∇f∗(αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn))), ∀n ≥ 1, (3.2)

where {αn} is an arbitrary sequence in (0,1) and

∞∑
n=1

αn(1 − αn) = ∞. Then the

sequence {xn} converges weakly to a point in Γ.
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Proof. Let p ∈ Γ, then we have

Df (p, xn+1) = Df (p,∇f∗(αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn)))

≤ αnDf (p, xn) + (1− αn)Df (p,ResfT ◦A
f (xn))

≤ αnDf (p, xn) + (1− αn)Df (p, xn)

= Df (p, xn). (3.3)

This implies that {Df (p, xn)} is bounded and nonincreasing, thus lim
n→∞

Df (p, xn)

exist and

lim
n→∞

(Df (p, xn)−Df (p, xn+1)) = 0. (3.4)

Moreover, since {Df (p, xn)} is bounded, it follows from Lemma 2.7 that {xn} is also
bounded. Furthermore, since f is bounded on bounded subsets of E, then ∇f is also
bounded on bounded subsets of E∗. This implies that the sequence {∇f(xn)} and

{∇f(ResfT ◦Af (xn))} are bounded in E∗.

Let s = sup{||∇f(xn)||, ||∇f(ResfT ◦ Af (xn))||} and ρ∗s : E∗ → R be the gauge of
uniform convexity of the conjugate function f∗. Using Lemma 2.12, (2.4), (3.2), we
have

Df (p, xn+1) = Df (p,∇f∗(αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn))))

= Vf (p, αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn)))

= f(p)− 〈p, αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn))〉

+ f∗(αn∇f(xn) + (1− αn)∇f(ResfT ◦A
f (xn)))

≤ αnf(p) + (1− αn)f(p)− αn〈p,∇f(xn)〉

+ (1− αn)〈p,∇f(ResfT ◦A
f (xn))〉

+ αnf
∗(∇f(xn)) + (1− αn)f∗(∇f(ResfT ◦A

f (xn)))

− αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||)

= αnDf (p, xn) + (1− αn)Df (p,ResfT ◦A
f (xn))

− αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||)

≤ αnDf (p, xn) + (1− αn)Df (p, xn)

− αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||)

= Df (p, xn)− αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||). (3.5)

Thus

αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||) ≤ Df (p, xn)−Df (p, xn+1).

Therefore,

∞∑
n=1

αn(1− αn)ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||) ≤ Df (p, x1) <∞.
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By the control condition on {αn}, we have

lim inf
n→∞

ρ∗s(||∇f(xn)−∇f(ResfT ◦A
f (xn))||) = 0.

Hence, by the property of ρ∗s, we have that

lim inf
n→∞

||∇f(xn)−∇f(ResfT ◦A
f (xn))|| = 0. (3.6)

Since∇f∗ is uniformly norm-to-norm continuous on bounded subsets of E∗, we deduce
that

lim inf
n→∞

||xn −ResfT ◦A
f (xn)|| = 0.

Moreover, since E is reflexive, there exists a subsequence {xni} of {xn} such that

xni
⇀ x̄ ∈ E as i→∞. Since ResfT ◦ Af is BSNE, we have that x̄ ∈ F (ResfT ◦ Af ).

Next, we show that x̄ is unique. Suppose there exists a subsequence {xnj
} of {xn}

such that {xnj
} converges weakly to some x ∈ C with x̄ 6= x. This implies that

x ∈ F (ResfT ◦ Af ). Since lim
n→∞

Df (x̄, xn) exists for all x̄ ∈ F (ResfT ◦ Af ). It follows

from the Bregman Opial-like property of E that (more precisely Lemma 2.3)

lim
n→∞

Df (x̄, xn) = lim
i→∞

Df (x̄, xni
) < lim

i→∞
Df (x, xni

)

= lim
n→∞

Df (x, xn) = lim
j→∞

Df (x, xnj
)

< lim
j→∞

Df (x̄, xnj ) = lim
n→∞

Df (x̄, xn), (3.7)

which is a contradiction. Thus we have that x̄ = x and the desired result follows.
This completes the proof of Theorem 3.3. �

Remark 3.4. Our Theorem 3.3 extends Theorem 3.2 of [26] from uniformly smooth
Banach space which is also uniformly convex to a more general reflexive Banach
space. Consequently, Theorem 3.3 extends the results in [27, 49] from Hilbert spaces
to reflexive Banach spaces.

Next, we state and prove the following strong convergence theorems for approximating
solution of inclusion problem (2.8) in a real reflexive Banach space. The first strong
convergence result involves an additional projection onto the intersection of two half-
spaces.
Theorem 3.5. Let E be a real reflexive Banach space and f : E → R a Legendre func-
tion which is bounded, uniformly Fréchet differentiable and totally convex on bounded
subsets of E. Let T : E → 2E

∗
be a maximal monotone operator and A : E → E∗ be

a single valued BISM operator. Suppose Γ = (T +A)−10 6= ∅. Define a sequence {xn}
in E as follows:

x1 ∈ E,
yn = ResfT ◦Af (xn),
Cn = {u ∈ E : Df (u, yn) ≤ Df (u, xn)},
Qn = {u ∈ E : 〈∇f(x1)−∇f(xn), u− xn〉 ≤ 0},
xn+1 = ProjfCn∩Qn

(x1), ∀n ≥ 1.

(3.8)

Then the sequence {xn} converges strongly to a point p = ProjfΓ(x1).
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Proof. First, we show that (3.8) is well defined and Γ ⊂ Cn ∩Qn for every n ≥ 1.
It is obvious that Cn and Qn are closed and convex for every n ≥ 1. Now let w ∈ Γ.
Then we have

Df (w, yn) = Df (w,ResfT ◦A
f (xn)) ≤ Df (w, xn),

which implies that w ∈ Cn for n ≥ 1. So, we have Γ ⊂ Cn for all n ≥ 1.
For n = 1, we have Q1 = E and thus, we have Γ ⊂ C1 ∩ Q1. Suppose that xk is
given and Γ ⊂ Ck ∩ Qk for some k > 1. There exists xk+1 ∈ Ck ∩ Qk such that

xk+1 = ProjfCk∩Qk
(x1). From Lemma 2.1(ii), we have

〈∇f(x1)−∇f(xk+1), xk+1 − u〉 ≥ 0,

for any u ∈ Ck∩Qk. Since Γ ⊂ Ck∩Qk, we get Γ ⊂ Qk+1. Therefore Γ ⊂ Ck+1∩Qk+1.
Thus {xn} is well defined.
We now show that {xn} is bounded.

By the definition of Qn, we have that xn = ProjfQn
x1. Therefore,

Df (xn, x1) = Df (ProjfQn
(x1), x1)

≤ Df (w, x1)−Df (w,ProjfQn
(x1))

≤ Df (w, x1). (3.9)

Hence, the sequence {Df (xn, x1)} is bounded by Df (w, x1) for any w ∈ Γ. Therefore,
by Lemma 2.7, we have that {xn} is bounded. Since f is bounded on bounded subsets
of E, therefore, ∇f is also bounded on bounded subsets of E (see [13], Proposition

1.1.11). This implies that the sequence {∇f(xn)} and {∇f(ResfT ◦ Af (xn))} are
bounded in E.
Moreover, since xn+1 ∈ Cn ∩Qn ⊂ Qn and xn = ProjfQn

(x1), we have

Df (xn+1, P roj
f
Qn

(x1)) +Df (ProjfQn
(x1), x1) ≤ Df (xn+1, x1).

Thus
Df (xn+1, xn) +Df (xn, x1) ≤ Df (xn+1, x1). (3.10)

Therefore the sequence {Df (xn, x1)} is increasing and since it is also bounded,
lim
n→∞

Df (xn, x1) exists. Thus, it follows from (3.10) that lim
n→∞

Df (xn+1, xn) = 0,

and by Lemma 2.2, we have

lim
n→∞

||xn+1 − xn|| = 0. (3.11)

Since xn+1 ∈ Cn, we have

Df (xn+1, yn) = Df (xn+1, Res
f
T ◦A

f (xn)) ≤ Df (xn+1, xn)→ 0, n→∞,

and by Lemma 2.2, we have lim
n→∞

||xn+1 −ResfT ◦Af (xn)|| = 0.

It follows from (3.11) that

||ResfT ◦A
f (xn)−xn|| ≤ ||ResfT ◦A

f (xn)−xn+1||+||xn+1−xn|| → 0, n→∞. (3.12)

Now, since {xn} is bounded and E is a reflexive Banach space, there is a subsequence
{xnk

} of {xn} which converges weakly to q ∈ E. Therefore by (3.12), we have that

q ∈ F (ResfT ◦Af ) = Γ.
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We now prove that {xn} converges strongly to ProjfΓ(x1). Let p = ProjfΓ(x1), then

since xn+1 = ProjfCn∩Qn
x1 and Γ ⊂ Cn ∩Qn, we have

Df (xn+1, x1) ≤ Df (p, x1).

Therefore by Lemma 2.9, we have that {xn} converges strongly to ProjfΓ(x1). This
completes the proof of Theorem 3.5. �

In the next result, we give strong convergence theorem for the inclusion problem (2.8)
based on the shrinking projection method.
Theorem 3.6. Let E be a real reflexive Banach space and f : E → R a Legendre func-
tion which is bounded, uniformly Fréchet differentiable and totally convex on bounded
subsets of E. Let T : E → 2E

∗
be a maximal monotone operator and A : E → E∗ be

a single valued BISM operator. Suppose Γ = (T +A)−10 6= ∅. Define a sequence {xn}
in E as follows: 

x1 ∈ C1 = E,

yn = ResfT ◦Af (xn),
Cn+1 = {z ∈ Cn : Df (z, yn) ≤ Df (z, xn)},
xn+1 = ProjfCn+1

(x1), ∀n ≥ 1.

(3.13)

Then the sequence {xn} converges strongly to a point q = ProjfΓ(x1).

Proof. We first show that (3.13) is well defined. By Proposition 3.1,

F (ResfT ◦A
f ) = F (ResfT ) ∩ F (Af )

is nonempty, closed and convex and also C1 = E is closed and convex. Suppose Ck is
closed and convex for some k ∈ N. For each z ∈ Ck, we see that Df (z, yk) ≤ Df (z, xk)
is equivalent to

〈∇f(xk)−∇f(yk), z〉 ≤ f(yk)− f(xk) + 〈f(xk), xk〉 − 〈∇f(yk), yk〉.

By the construction of the set Ck+1, we see that Ck+1 is also closed and convex.
Therefore {xn} is well defined.
We now show that {xn} is bounded. Let w ∈ Γ, then from Lemma 2.1, we have

Df (xn, x1) = Df (ProjfCn
(x1), x1)

≤ Df (w, x1)−Df (w,ProjfCn
(x1))

≤ Df (w, x1). (3.14)

Hence, the sequence {Df (xn, x1)} is bounded by Df (w, x1). Therefore, by Lemma
2.7, the sequence {xn} is bounded too.
Moreover, since xn+1 ∈ Cn+1 ⊂ Cn, it follows from Lemma 2.1(iii) that

Df (xn+1, P roj
f
Cn

(x1)) +Df (ProjfCn
(x1), x1) ≤ Df (xn+1, x1)

and hence

Df (xn+1, xn) +Df (xn, x1) ≤ Df (xn+1, x1). (3.15)



WEAK AND STRONG CONVERGENCE RESULTS 295

Therefore, the sequence {Df (xn, x1)} is increasing and since it is bounded,
lim
n→∞

Df (xn, x1) exists. Thus, it follows from (3.15) that

lim
n→∞

Df (xn+1, xn) = 0. (3.16)

By Lemma 2.2 and (3.16), we have that

lim
n→∞

||xn+1 − xn|| = 0. (3.17)

Also, since xn+1 = ProjfCn+1
x1 ∈ Cn, we have

Df (xn+1, yn) = Df (xn+1, Res
f
T ◦A

f (xn)) ≤ Df (xn+1, xn)→ 0, n→∞.
Thus, by Lemma 2.2, we have

lim
n→∞

||xn+1 −ResfT ◦A
f (xn)|| = 0. (3.18)

Therefore, we have

||ResfT ◦A
f (xn)− xn|| ≤ ||ResfT ◦A

f (xn)− xn+1||
+ ||xn+1 − xn|| → 0, n→∞. (3.19)

Next, we show that {xn} is Cauchy. Since xm = ProjfCm
x1 ∈ Cm ⊂ Cn form > n ≥ 1,

by Lemma 2.1, we have that

Df (xm, xn) = Df (xm, P roj
f
Cn
x1)

≤ Df (xm, x1)−Df (ProjfCn
x1, x1)

= Df (xm, x1)−Df (xn, x1). (3.20)

Letting m,n → ∞ in (3.20), we have Df (xm, xn) → 0. Since f is totally convex on
bounded subsets on E, by Lemma 2.2, f is sequentially consistent.
Thus ||xm − xn|| → 0 as m,n → ∞. Therefore, {xn} is a Cauchy sequence. By the
completeness of the space E, we can assume that xn → q ∈ E as n→∞. Clearly, it

follows from (3.19) that q ∈ F (ResfT ◦Af ) = Γ.

We now show that q = ProjfΓ(x1). From xn = ProjfCn
x1, we have

〈∇f(x1)−∇f(xn), xn − z〉 ≥ 0, ∀z ∈ Cn.
Since Γ ⊂ Cn, we also have

〈∇f(x1)−∇f(xn), xn − z〉 ≥ 0, ∀z ∈ Γ.

Taking the limit of the above inequality as n→∞, we obtain

〈∇f(x1)−∇f(q), q − z〉 ≥ 0, ∀z ∈ Γ.

Hence, we have q = ProjfΓ(x1). This completes the proof. �

Remark 3.7. We emphasize here that there is a distinction between Theorems 3.5,
3.6 above and the results of [45, 51]. Here in Theorems 3.5 and 3.6, we focus on finding
zero of sum of two monotone operators (in which one of them is a maximal monotone
operator) using an auxiliary composite operator, while in [45, 51], the focus was on
finding common zero of maximal monotone operators. Similarly, our algorithms in



296 FERDINARD U. OGBUISI, LATEEF O. JOLAOSO AND YEKINI SHEHU

both (3.8) and (3.13) are different from the algorithms (3.1) and (3.11) studied in
[45].
Finally, we give a strong convergence analysis for solving (2.8) where the proposed
method is Halpern-type method.
Theorem 3.8. Let E be a real reflexive Banach space and f : E → R be a Le-
gendre function which is bounded, uniformly Fréchet differentiable and totally convex
on bounded subsets of E. Let T : E → 2E

∗
be a maximal monotone operator and

A : E → E∗ be a single valued BISM operator. Suppose Γ := (T + A)−1(0) 6= ∅.
Suppose that u ∈ E and define the sequence xn as follows: x1 ∈ E and

xn+1 = ∇f∗(αn∇f(u) + (1− αn)∇f(ResfT ◦A
f (xn))),∀n ≥ 1, (3.21)

where αn ⊂ (0, 1) satisfying lim
n→∞

αn = 0 and

∞∑
n=1

αn = ∞. Then {xn} converges

strongly to ProjfΓ(u).

Proof. First we note that Γ = F (ResfT ◦Af ) is closed and convex. Let

p = ProjfΓ(u) ∈ F (ResfT ◦A
f ) = F̂ (ResfT ◦A

f ).

From (2.6), we have

Df (p, xn+1) ≤ αnDf (p, u) + (1− αn)Df (p,ResfT ◦A
f (xn))

≤ αnDf (p, u) + (1− αn)Df (p, xn)

≤ max{Df (p, u), Df (p, xn)}.

Thus by induction, we have that the sequence Df (p, xn) is bounded and by Lemma
2.7, we have that {xn} is also bounded. Furthermore, since f is bounded on bounded
subsets of E,∇f is also bounded on bounded subsets of E (see [13], Proposition

1.1.11). Therefore ∇f(ResfT ◦Af (xn)) is bounded.
We next show that if there exists a subsequence xnk

of xn such that

lim
k→∞

(Df (p, xnk+1)−Df (p, xnk
)) = 0,

then

lim
k→∞

(Df (p,ResfT ◦A
f (xnk

))−Df (p, xnk
)) = 0.

Since ∇f(ResfT ◦Af (xnk
)) is bounded and αnk

→ 0, we obtain

lim
k→∞

||∇f(xnk+1)−∇f(ResfT ◦A
f (xnk

))||

= lim
k→∞

αnk
||∇f(u)−∇f(ResfT ◦A

f (xnk
))|| = 0. (3.22)

Since f is strongly coercive and uniformly convex on bounded subsets of E, f∗ is
uniformly Fréchet differentiable on bounded subsets of E (see [59]). Moreover, f∗ is
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bounded on bounded sets (see [5, 59]). Since f is Legendre, applying Lemma 2.6, we
have

lim
k→∞

||xnk+1 −ResfT ◦A
f (xnk

)||

= lim
k→∞

||∇f∗(∇f(xnk+1))−∇f∗(∇f(ResfT ◦A
f (xnk

)))|| = 0. (3.23)

On the other hand, if f is uniformly Fréchet differentiable on bounded subsets of E,
then f is uniformly continuous on bounded subsets of E (see [2]). It follows that

lim
k→∞

||f(xnk+1)− f(ResfT ◦A
f (xnk

))|| = 0. (3.24)

We now consider the following equality.

Df (p,ResfT ◦A
f (xnk

))−Df (p, xnk
) = f(p)− f(ResfT ◦A

f (xnk
))

− 〈∇f(ResfT ◦A
f (xnk

)), p−ResfT ◦A
f (xnk

)〉 −Df (p, xnk
)

= f(p)− f(xnk+1) + f(xnk+1)− f(ResfT ◦A
f (xnk

))

− 〈∇f(xnk+1), p− xnk+1〉+ 〈∇f(xnk+1), p− xnk+1〉

− 〈∇f(ResfT ◦A
f (xnk

)), p−ResfT ◦A
f (xnk

)〉 −Df (p, xnk
)

= Df (p, xnk+1) + (f(xnk+1)− f(ResfT ◦A
f (xnk

))) + 〈∇f(xnk+1), p− xnk+1〉

− 〈∇f(ResfT ◦A
f (xnk

)), p−ResfT ◦A
f (xnk

)〉 −Df (p, xnk
)

= (Df (p, xnk+1)−Df (p, xnk
)) + (f(xnk+1)− f(ResfT ◦A

f (xnk
)))

+ 〈∇f(xnk+1)−∇f(ResfT ◦A
f (xnk

)), p− xnk+1〉

− 〈∇f(ResfT ◦A
f (xnk

)), xnk+1 −ResfT ◦A
f (xnk

)〉.

It follows from (3.22),(3.23) and (3.24) that

lim
k→∞

(Df (p,ResfT ◦A
f (xnk

))−Df (p, xnk
)) = 0.

We divide the remaining proof of the theorem into two cases.
Case 1. Suppose Df (p, xn+1) ≤ Df (p, xn) for all sufficiently large n. Hence the
sequence Df (p, xn) is bounded and non-increasing. Thus, we have that lim

n→∞
Df (p, xn)

exists. Therefore,

lim
n→∞

(Df (p, xn+1)−Df (p, xn)) = 0

and hence

lim
n→∞

(Df (p,ResfT ◦A
f (xn))−Df (p, xn)) = 0.

Since ResfT ◦Af is a Bregman strongly nonexpansive mapping, we have that

lim
n→∞

Df (xn, Res
f
T ◦A

f (xn)) = 0.

Moreover, since f is totally convex on bounded subsets of E, it follows from Lemma
2.2 that

lim
n→∞

||xn −ResfT ◦A
f (xn)|| = 0.
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Since E is reflexive and {xn} is bounded, there exists a subsequence {xnk
} of {xn}

such that xnk
⇀ q ∈ E and

lim sup
n→∞

〈∇f(u)−∇f(p), xn − p〉 = 〈∇f(u)−∇f(p), q − p〉.

Again, since ||xnk
−ResfT ◦Af (xnk

)|| → 0 as k →∞, we have that

q ∈ F̂ (ResfT ◦A
f ) = F (ResfT ◦A

f ).

From Lemma 2.1, we obtain that

lim sup
n→∞

〈∇f(u)−∇f(p), xn − p〉 = 〈∇f(u)−∇f(p), q − p〉 ≤ 0.

Finally, we show that xn → p. From (2.5), we obtain

Df (p, xn+1) = Vf (p, αn∇f(u) + (1− αn)∇f(ResfT ◦A
f (xn)))

≤ Vf (p, αn∇f(u) + (1− αn)∇f(ResfT ◦A
f (xn))− αn(∇f(u)−∇f(p)))

+ 〈αn(∇f(u)−∇f(p)), xn+1 − p〉

= Vf (p, αn∇f(p) + (1− αn)∇f(ResfT ◦A
f (xn)))

+ αn〈∇f(u)−∇f(p), xn+1 − p〉

≤ αnVf (p,∇f(p)) + (1− αn)Vf (p,∇f(ResfT ◦A
f (xn)))

+ αn〈∇f(u)−∇f(p), xn+1 − p〉

= (1− αn)Df (p,ResfT ◦A
f (xn)) + αn〈∇f(u)−∇f(p), xn+1 − p〉

≤ (1− αn)Df (p, xn) + αn〈∇f(u)−∇f(p), xn+1 − p〉.

By Lemma 2.10, we can conclude that lim
n→∞

Df (p, xn) = 0. Therefore, by Lemma 2.2,

xn → p since f is totally convex on bounded subsets of E.
Case 2. Suppose there exists a subsequence Df (p, xnj

) of Df (p, xn) such that
Df (p, xnj

) < Df (p, xnj+1) for all j ∈ N. Then by Lemma 2.11, there exists a strictly
increasing sequence mk of positive integers such that the following properties are
satisfied by all numbers k ∈ N :

Df (p, xmk
) ≤ Df (p, xmk+1) and Df (p, xk) ≤ Df (p, xmk+1).
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So, we have

0 ≤ lim
k→∞

(Df (p, xmk+1)−Df (p, xmk
))

≤ lim sup
n→∞

(Df (p, xn+1)−Df (p, xn))

≤ lim sup
n→∞

(
αnDf (p, u) + (1− αn)Df (p,ResfT ◦A

f (xn))−Df (p, xn)
)

= lim sup
n→∞

(
αn(Df (p, u)−Df (p,ResfT ◦A

f (xn)))

+(Df (p,ResfT ◦A
f (xn))−Df (p, xn))

)
≤ lim sup

n→∞
αn(Df (p, u)−Df (p,ResfT ◦A

f (xn))) = 0.

This implies that

lim
k→∞

(Df (p, xmk+1)−Df (p, xmk
)) = 0. (3.25)

Following the the same line of argument as in Case 1, we can have

lim sup
k→∞

〈∇f(u)−∇f(p), xmk
− p〉 ≤ 0,

and

Df (p, xmk+1) ≤ (1− αmk
)Df (p, xmk

) + αmk
〈∇f(u)−∇f(p), xmk+1 − p〉.

Therefore,

αmk
Df (p, xmk

) ≤ Df (p, xmk
)−Df (p, xmk+1)

+ αmk
〈∇f(u)−∇f(p), xmk+1 − p〉

≤ αmk
〈∇f(u)−∇f(p), xmk+1 − p〉,

that is
Df (p, xmk

) ≤ 〈∇f(u)−∇f(p), xmk+1 − p〉.
Hence lim sup

k→∞
Df (p, xmk

) = 0. Using this and (3.25) together, we conclude that

lim sup
k→∞

Df (p, xk) ≤ lim
k→∞

Df (p, xmk+1) = 0.

This completes the proof. �

Corollary 3.9. ([56], Thm 5.1) Let E be a real reflexive Banach space and f : E → R
a Legendre function which is bounded, uniformly Fréchet differentiable and totally
convex on bounded subsets of E. Let T : E → 2E

∗
be a maximal monotone operator.

Suppose Γ := (T )−1(0) 6= ∅. Suppose that u ∈ E and define the sequence xn as follows:
x1 ∈ E and

xn+1 = ∇f∗(αn∇f(u) + (1− αn)∇f(ResfTxn)),∀n ≥ 1, (3.26)

where αn ⊂ (0, 1) satisfying lim
n→∞

αn = 0 and

∞∑
n=1

αn = ∞. Then {xn} converges

strongly to ProjfΓ(u).
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Remark 3.10. Our Theorem 3.8 extends the results of Kamimura and Takahashi
[27] from inclusion problem involving a maximal monotone operator in Hilbert spaces
to inclusion problem (2.8) reflexive Banach spaces. Furthermore, our Theorem 3.8
extends the results of [30] and [61] from uniformly convex Banach space which is also
uniformly smooth to reflexive Banach space.

4. Applications

4.1. Application to convex minimization problem. Let E be a real reflexive
Banach space and φ : E → R ∪ {+∞} a proper, convex and lower semi-continuous
functional. We consider the following Convex Minimization Problem (CMP): find
x∗ ∈ E such that

x∗ = argmin
x∈E

φ(x). (4.1)

We know that the subdifferential ∂φ is maximal monotone and

0 ∈ ∂φx(x = Resf∂φ(x))

if and only if x solves CMP (4.1). Here, the resolvent operator Resf∂φ = proxφ where

proxφx = argmin
y∈E

{φ(y) +
1

2
Df (y, x)},

for each x ∈ E (see [46] for more details). Thus, if A = 0 and T = ∂φ in Theorems
3.3, 3.5, 3.6 and 3.8, we obtain convergence results for approximating solutions of
CMP (4.1).

4.2. Application to mixed variational inequality problem. Here, we consider
the following mix variational inequality problem:

Find x ∈ intdomf such that ∃z ∈ Ax : [〈z, y − x〉 ≥ ϕ(x)− ϕ(y) ∀y ∈ domf ], (4.2)

where ϕ : E → R is a proper convex and lower semi-continuous function and A : E →
E∗ be an operator which satisfy the condition:

∅ 6= domA ∩ intdomf and ran(∇f −A) ⊆ intdomf∗. (4.3)

Lemma 4.1. ([14]) Suppose ϕ : E → R is a proper convex and lower semi-continuous
function. For any z ∈ intdomf∗ there exists a unique global minimizer, denoted
Proxfϕ(z) of the function ϕ(.)+Vf (., z). The vector Proxfϕ(z) is contained in dom∂ϕ∩
intdomf and we have Proxfϕ(z) = (∂ϕ+∇f)−1(z).

Observe that since the proximal mapping proxfϕ = (∂ϕ+∇f)−1 ◦ ∇f (see [4]), then

proxfϕ = Proxfϕ ◦ ∇f.
Lemma 4.2. ([14]) Suppose ϕ : E → R is a proper convex and lower semi-continuous
function and z ∈ intdomf∗. If x̂ ∈ dom∂ϕ ∩ intdomf then the following conditions
are equivalent:
(a) x̂ = Proxfϕ(z);
(b) x̂ is a solution of the variational inequality

〈z −∇f(x), y − x〉 ≤ ϕ(y)− ϕ(x), ∀y ∈ domϕ ∩ domf ;
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(c) x̂ is a solution of the variational inequality

Vf (z, x) + Vf (∇f(x), y)− Vf (z, y) ≤ ϕ(y)− ϕ(x), ∀y ∈ domϕ ∩ domf.

Theorem 4.3. Let ϕ : E → R be a proper convex and lower semi-continuous function
with x̄ ∈ dom∂ϕ ∩ intdomf and suppose A : E → E∗ is a Bregman inverse strongly
monotone operator. The x̂ is a solution of the variational inequality (4.2) if and only
if 0 ∈ (∂ϕ+A)x̄.

Proof. Clearly, x̂ is a solution of (4.2) if and only if there exists z ∈ E∗ such that
z = Ax̂ and

〈(∇f(x̂)− z)−∇f(x̂), y − x̄〉 ≤ ϕ(y)− ϕ(x̂), ∀y ∈ domϕ ∩ domf. (4.4)

Thus from Lemma 4.2, we have that

x̂ = Proxfϕ(∇f(x̂)− z)
= Proxfϕ(∇f(x̂)−Ax̂)

= proxfϕ ◦Af (x̂)

= Resf∂ϕ ◦A
f (x̂). (4.5)

That is x̂ ∈ F (Resf∂ϕ ◦ Af ). Therefore it follows from the maximal monotonicity of

∂ϕ and Proposition 3.1 (a) that 0 ∈ (∂ϕ+A)x̂. �

Theorem 4.3 shows that we can apply our results in Theorems 3.3, 3.5, 3.6 and 3.8
to approximate solutions of (4.2).

Acknowledgement. The first author’s research is supported wholly by the National
Research Foundation (NRF) of South Africa (Grant Numbers: 111992). He is thankful
to NRF for the fellowship and University of KwaZulu-Natal for the facilities provided.
Opinions expressed and conclusions arrived are those of the authors and are not
necessarily to be attributed to the NRF. The research was carried out when the
third author was an Alexander von Humboldt Postdoctoral Fellow at the Institute of
Mathematics, University of Wurzburg, Germany. He is grateful to the Alexander von
Humboldt Foundation, Bonn, for the fellowship and the Institute of Mathematics,
Julius Maximilian University of Wurzburg, Germany for the hospitality and facilities.

References

[1] Y.I. Alber, Metric and generalized projection operators in Banach spaces: properties and appli-
cations, in: Theory and Applications of Nonlinear Operator of Accretive and Monotone Type,

A.G.Kartsatos (Ed.), Marcel Dekker, New York, 1996, pp. 15-50.
[2] A. Ambrosetti, G. Prodi, A Primer of Nonlinear Analysis, Cambridge University Press, Cam-

bridge, 1993.
[3] H.H. Bauschke, J.M. Borwein, Legendre functions and the method of random Bregman projec-

tions, J. Convex Anal., 4(1997), 27-67.
[4] H.H. Bauschke, J.M. Borwein, P.L. Combettes, Bregman monotone optimization algorithms,

SIAM J. Control Optim., 42(2003), 596-636.
[5] H.H. Bauschke, J.M. Borwein, P.L. Combettes, Essential smoothness, essential strict convexity

and Legendre functions in Banach spaces, Commun. Contemp. Math., 3(2001), 615-647.



302 FERDINARD U. OGBUISI, LATEEF O. JOLAOSO AND YEKINI SHEHU

[6] J.F. Bonnans, A. Shapiro, Pertubation Analysis of Optimization Problems, Spinger-Verlag, New

York, 2000.

[7] L.M. Borwein, S. Reich, S. Sabach, A characterization of Bregman firmly nonexpansive opera-
tors using a new monotonicity concept, J. Nonlinear Convex Anal., 12(2011), 161-184.

[8] R.I. Bot, E.R. Csetnek, An inertial Tseng’s type proximal algorithm for nonsmooth and non-

convex optimization problems, J. Optim. Theory Appl., 171(2016), 600-616.
[9] R.I. Bot, E.R. Csetnek, Solving monotone inclusions involving parallel sums of linearly com-

posed maximally monotone operators, Inverse Problems Imaging, 10(2016), 617-640.

[10] R.I. Bot, E.R. Csetnek, An inertial forward-backward-forward primal-dual splitting algorithm
for solving monotone inclusion problems, Numer. Algorithms, 71(2016), 519-540.

[11] L.M. Bregman, The relaxation method of finding the common point of convex sets and its

application to the solution of problems in convex programming, USSR Comput. Math. Math.
Phys., 7(1967), 200-217.

[12] C. Byrne, A unified treatment of some iterative algorithms in signal processing and image
reconstruction, Inverse Problems, 20(2004), 103-120.

[13] D. Butnariu, A.N. Iusem, Totally Convex Functions for Fixed Points Computation and Infinite

Dimensional Optimization, Kluwer Academic, Publishers, Dordrecht, The Netherlands, 2000.
[14] D. Butnariu, G. Kassay, A proximal-projection method for finding zeroes of set-valued operators,

SIAM J. Control Optim., 47(2008), 2096-2136.

[15] D. Butnariu, E. Resmerita, Bregman distances, totally convex function and a method for solving
operator equations in Banach spaces, Abstr. Appl. Anal., 2006(2006), Art. ID 84919, 39 pages.

[16] Y. Censor, A. Lent, An iterative row-action method for interval convex programming, J. Optim.

Theory Appl., 34(1981), 321-353.
[17] S.S. Chang, C.F. Wen, J.C. Yao, Generalized viscosity implicit rules for solving quasi-inclusion

problems of accretive operators in Banach spaces, Optimization, 66(2017), 1105-1117.

[18] P. Cholamjiak, A generalized forward-backward splitting method for solving quasi-inclusion
problems in Banach spaces, Numer. Algorithms, 71(2016), 915-932.
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A. Matemáticas, 110(2016), 503-518.

[55] S. Sra, S. Nowozin, S.J. Wright, Optimization Formachine Learning, Neural Information Pro-
cessing Series, Cambridge (MA), MIT Press, 2011.



304 FERDINARD U. OGBUISI, LATEEF O. JOLAOSO AND YEKINI SHEHU

[56] S. Suantai, Y.J. Cho, P. Cholamjiak, Halpern’s iteration for Bregman strongly nonxpansive

mappings in reflexive Banach spaces, Comput. Math. Appl., 64(2012), 489-499.

[57] P. Tossings, The perturbed proximal point algorithm and some of its applications, Appl. Math.
Optim., 29(1994), 125-159.

[58] H.K. Xu, An iterative approach to quadratic optimization, J. Optim. Theory Appl., 116(2003),

659-678.
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