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#### Abstract

In the present paper general theorems on a common fixed point for four mappings in dislocated metric space are proved. By the way, also results for three, two or one mapping are obtained. The assumptions are unified and compact. Numerous basic and sophisticated theorems can be derived from the facts presented in our paper. Key Words and Phrases: Dislocated metric, weakly compatible mappings, fixed point. 2010 Mathematics Subject Classification: 54H25, 47H10.


## 1. Introduction

In this paper the ideas presented in [10] are refined and general results are proved. We get rid of a special function $\varphi$ used in condition (9) of [10], a unified general comparison mapping $h$ is applied (see (1)), in addition, $H$ presented in (2) can differ from $h$.

The notion of a dislocated metric (briefly d-metric) is due to Hitzler and Seda [3], and a d-metric $p$ differs from metric, as $p(x, y)=0$ implies $x=y$ (no equivalence). The topology of a $d$-metric space ( $X, p$ ) is generated by balls. In this paper, $(X, p)$ is a d-metric space, and $f, g, i, j$ are self mappings on $X$. The following two conditions with mappings $h, H: i X \times j X \times f X \times g X \rightarrow[0, \infty)$ are applied:

$$
\begin{equation*}
p(f x, g y)>0 \text { yields } p(f x, g y)<h(i x, j y, f x, g y), \quad x, y \in X \tag{1}
\end{equation*}
$$

$$
\begin{align*}
& \text { for each } \alpha>0 \text { there is an } \epsilon>0 \text { for which } \\
& H(i x, j y, f x, g y)<\alpha+\epsilon \text { yields } p(f x, g y) \leq \alpha, \quad x, y \in X . \tag{2}
\end{align*}
$$

The subsequent properties are assumed to hold for each $\alpha>0$, and some of them are used in our theorems.

$$
\begin{align*}
& {[d=a \text { or } c=b] \text { yields } h(a, b, c, d) \leq \max \{p(a, b), p(a, c), p(b, d)\},} \\
& \text { if } \max \{\ldots\}>0,  \tag{3a}\\
& h(a, b, a, b) \leq p(a, b) \text {, if } p(a, b)>0  \tag{3b}\\
& {[p(b, d)=\alpha(b, d \text { fixed) and } p(a, b), p(a, c), p(b, c) \rightarrow 0] \text { yields }} \\
& \lim \sup h(a, b, c, d)<p(b, d)  \tag{3c}\\
& {[p(a, c)=\alpha(a, c \text { fixed) and } p(a, b), p(a, d), p(b, d) \rightarrow 0] \text { yields }} \\
& \lim \sup h(a, b, c, d)<p(a, c) \text {. }  \tag{3d}\\
& {[p(a, b), p(b, d) \searrow \alpha] \text { yields } \lim \sup H(a, b, b, d) \leq \alpha,}  \tag{4a}\\
& {[p(a, b), p(a, d), p(b, c), p(c, d) \rightarrow \alpha \text { and } p(a, c), p(b, d) \rightarrow 0] \text { yields }} \\
& \lim \sup H(a, b, c, d) \leq \alpha . \tag{4b}
\end{align*}
$$

In [10] the subsequent mapping was applied (let us call it $F$ ):

$$
\max \{p(a, b), p(c, a), p(d, b), h(a, b, c, d)\}
$$

It is easily seen, that if $h=H$ satisfies any of the conditions (3a), (3b), (4a), (4b), then $F$ has the same property. In turn [10] (3c), (3d) yield (3c), (3d) for $\varphi(F)$ (see [10] (9) and [10], Corollary 2.2). Therefore, $F$ is unnecessarily complicated, and only $h, H$ are considered in the present paper. Moreover, (1) and (9) from [10] yield our new conditions (1) and (2) (see also Remark 2.2).
Example 1.1. Let us consider $h_{1}(a, b, c, d)=p(a, b)$. Then the system of conditions (3) holds for $h=h_{1}$, and (4) is satisfied for $H=h_{1}$.

Example 1.2. Let us consider $h_{2}(a, b, c, d)=\max \{p(a, b), p(a, c), p(b, d)\}$. Then for $h=h_{2}$ condition (3a) clearly holds, and (3b) is satisfied if we assume that $\max \{p(a, a), p(b, b)\} \leq p(a, b)$. The system of conditions (4) obviously holds for $H=h_{2}$.

Example 1.3. Let us consider

$$
h_{3}(a, b, c, d)=\max \{p(a, b), p(a, c), p(b, d),[p(a, d)+p(b, c)] / 2\}
$$

Then for $h=h_{3}$ condition (3a) holds if the following inequalities are satisfied:

$$
\begin{aligned}
& \text { (i) } \quad p(b, c) \leq p(b, a)+p(a, c)-p(a, a) \\
& \text { (ii) } \quad p(a, d) \leq p(a, b)+p(b, d)-p(b, b)
\end{aligned}
$$

(e.g. if $p$ is a partial metric in $X\{$ see [7], Definition 3.1, or [10] (4)\}). Condition (3b) is satisfied if $\max \{p(a, a), p(b, b)\} \leq p(a, b)$ (true also for partial metric). In turn, for $H=h_{3}$ (4a) holds if (ii) is satisfied; (4b) clearly holds.
Remark 1.4. Let us consider a mapping $\varphi:[0, \infty) \rightarrow[0, \infty)$ such that for each $\alpha>0$ we have $\varphi(\alpha)<\alpha$ and $\varphi(\cdot) \leq \alpha$ on some interval $(\alpha, \alpha+\epsilon)$ (i.e. $\left.\varphi \in \Psi_{P}[9]\right)$. Then for $h=\varphi \circ H$ condition (1) implies (2) (means that (2) can be disregarded); for our $h$, where $H=h_{i}, i=1,2,3$, conditions (3c), (3d) are satisfied, as $p(a, d) \leq p(a, b)+p(b, d)$
and $p(b, c) \leq p(b, a)+p(a, c)$, and consequently, if $p$ is a partial metric, then (3), (4) hold.

Example 1.5. Let us consider

$$
h_{4}(a, b, c, d)=p(a, b)+\beta(p(a, c), p(b, d))
$$

for a mapping $\beta:[0, \infty) \times[0, \infty) \rightarrow[0, \infty)$. If $\beta(p(a, a), p(b, b))=0$ holds, then for $h=h_{4}(3 \mathrm{~b})$ is satisfied. If $\beta$ is continuous at $(0,0)$ and $\beta(0,0)=0$, then for $H=h_{4}$ we have (4b).
Example 1.6. Let us consider

$$
h_{5}(a, b, c, d)=h_{k}(a, b, c, d)+\beta(p(a, c), p(b, d))
$$

for $k=1,2,3$, and $\beta$ as in Example 1.5. Then for $h=h_{5}$ and $k>1$ (3b) holds if $p$ is such that $\max \{p(a, a), p(b, b)\} \leq p(a, b)$ (no problem for $k=1$ ); for $H=h_{5}$ we obtain (4b) ( $k$ for $h$ and $H$ can differ).

More sophisticated mappings based on Example 1.3 can be found e.g. in [6] (see $M_{1}, M_{2}$ or $\left.M_{3}\right)$.

## 2. Extended results

Let us recall ( $[9]$, Definition 2.3) that a d-metric space ( $X, p$ ) is 0 -complete if for each sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $X$ with $\lim _{m, n \rightarrow \infty} p\left(x_{n}, x_{m}\right)=0$, there exists an $x \in X$ such that $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$.

The next lemma is an extension of [10], Lemma 2.6.
Lemma 2.1. Let $f, g, i, j$ be selfmappings on a d-metric space $(X, p), f X \subset j X$, $g X \subset i X$, and let $h, H: i X \times j X \times f X \times g X \rightarrow[0, \infty)$ be mappings. If (1), (3a) are satisfied then there exist sequences $\left(x_{n}\right)_{n \in \mathbb{N}},\left(y_{n}\right)_{n \in \mathbb{N}}$ such that

$$
\begin{align*}
& x_{2 k}=f y_{2 k-1}, x_{2 k-1}=i y_{2 k-1}, x_{2 k+1}=g y_{2 k}, x_{2 k}=j y_{2 k}, \quad k \in \mathbb{N},  \tag{5a}\\
& p\left(x_{n+2}, x_{n+1}\right)>0 \text { yields } p\left(x_{n+2}, x_{n+1}\right)<p\left(x_{n+1}, x_{n}\right), \quad n \in \mathbb{N} . \tag{5b}
\end{align*}
$$

If (5), (1), (2) and (4a) hold, then $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$ (so the same conclusion for (1), (2), (3a), (4a)). If $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$ and (5a), (1), (2), (4b) hold, then $\lim _{m, n \rightarrow \infty} p\left(x_{n}, x_{m}\right)=0$ (so the same conclusion for (1), (2), (3a), (4)); if, in addition, at least one of the sets $f X, g X, i X, j X$ is 0 -complete, then there exists an $x \in X$ such that

$$
\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0 .
$$

Proof. From (1) and (3a) we obtain
for each $x \in X$ there is a $y \in X$ for which $g x=i y$, and $p(f y, g x)>0$
yields $p(f y, g x)<h(g x, j x, f y, g x) \leq \max \{p(g x, j x), p(f y, g x)\}$,
and
for each $y \in X$ there is an $x \in X$ for which $f y=j x$, and $p(f y, g x)>0$
yields $p(f y, g x)<h(i y, f y, f y, g x) \leq \max \{p(i y, f y), p(f y, g x)\}$.

If e.g. $p(g x, j x)<p(f y, g x)$ holds, then we get a contradiction $p(f y, g x)<p(f y, g x)$. Therefore, $p(f y, g x)>0$ yields $p(f y, g x)<p(g x, j x)$. Now, it is clear that the following conditions are satisfied:

$$
\begin{align*}
& \text { for each } x \in X \text { there is a } y \in X \text { for which } g x=i y \text {, and } \\
& p(f y, g x)>0 \text { yields } p(f y, g x)<h(g x, j x, f y, g x) \leq p(g x, j x) \text {, }  \tag{6}\\
& \text { for each } y \in X \text { there is an } x \in X \text { for which } f y=j x \text {, and } \\
& p(g x, f y)>0 \text { yields } p(g x, f y)<h(i y, f y, f y, g x) \leq p(f y, i y) . \tag{7}
\end{align*}
$$

For an $x_{0} \in X$ let us take $x_{1}=g x_{0}=i y_{1}, x_{2}=f y_{1}$, for $y_{1}$ such that $p\left(x_{2}, x_{1}\right) \leq$ $p\left(x_{1}, j x_{0}\right)$ (see (6)). Now, we take $x_{3}=g y_{2}$ for $y_{2}$ such that $x_{2}=f y_{1}=j y_{2}$ and $p\left(x_{3}, x_{2}\right) \leq p\left(x_{2}, x_{1}\right)$ (see (7)). In turn $x_{4}=f y_{3}$, where $y_{3}$ is such that $x_{3}=g y_{2}=$ $i y_{3}$ and $p\left(x_{4}, x_{3}\right) \leq p\left(x_{3}, x_{2}\right)$ (see (6)). By induction we obtain sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$, $\left(y_{n}\right)_{n \in \mathbb{N}}$ satisfying (5).

Assume (5). If for some $n$ we have $p\left(x_{n+1}, x_{n}\right)=0$, then by ( 5 b ) $p\left(x_{n+2}, x_{n+1}\right)=0$, and $x_{n+k}=x_{n}, k \in \mathbb{N}$, i.e. $x=x_{n}$ and our lemma is proved. Therefore, we may assume $p\left(x_{n+1}, x_{n}\right)>0, n \in \mathbb{N}$, and then (see (5b))

$$
0<p\left(x_{n+2}, x_{n+1}\right)<p\left(x_{n+1}, x_{n}\right), \quad n \in \mathbb{N}
$$

holds. Clearly, sequence $\left(p\left(x_{n+1}, x_{n}\right)\right)_{n \in \mathbb{N}}$ decreases to some $\alpha \geq 0$. Let us assume (1), (2), (4a) and suppose $\alpha>0$. Then (5a), (1) yield

$$
\begin{align*}
& \alpha<p\left(x_{2 k+1}, x_{2 k}\right)=p\left(g y_{2 k}, f y_{2 k-1}\right)=p\left(f y_{2 k-1}, g y_{2 k}\right)< \\
& h\left(i y_{2 k-1}, j y_{2 k}, f y_{2 k-1}, g y_{2 k}\right)=h\left(x_{2 k-1}, x_{2 k}, x_{2 k}, x_{2 k+1}\right) . \tag{8}
\end{align*}
$$

Now, from (4a) we obtain

$$
\begin{equation*}
H\left(i y_{2 k-1}, j y_{2 k}, f y_{2 k-1}, g y_{2 k}\right)=H\left(x_{2 k-1}, x_{2 k}, x_{2 k}, x_{2 k+1}\right)<\alpha+\epsilon \tag{9}
\end{equation*}
$$

for large $k$, and (2) yields

$$
\alpha<p\left(x_{2 k+1}, x_{2 k}\right)=p\left(f y_{2 k-1}, g y_{2 k}\right) \leq \alpha
$$

a contradiction. Thus, $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$ is proved.
Now, for $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$ conditions (5a), (1), (2) and (4b) are applied to prove that $\lim _{m, n \rightarrow \infty} p\left(x_{n}, x_{m}\right)=0$. Suppose, $0<\alpha<p\left(x_{2 k}, x_{2 n+1+2 k}\right)$ holds for all $k \in \mathbb{K} \subset \mathbb{N}$ ( $\mathbb{K}$ infinite) and the respective $n \in \mathbb{N}$. Let $n=n(k)$ be the first number as to satisfy this inequality. From (5a), (1) we obtain

$$
\begin{align*}
\alpha & <p\left(x_{2 k}, x_{2 n+1+2 k}\right)=p\left(f y_{2 k-1}, g y_{2 n+2 k}\right) \\
& <h\left(i y_{2 k-1}, j y_{2 n+2 k}, f y_{2 k-1}, g y_{2 n+2 k}\right)=h\left(x_{2 k-1}, x_{2 n+2 k}, x_{2 k}, x_{2 n+1+2 k}\right) . \tag{10}
\end{align*}
$$

Let us show that the assumptions of (4b) are satisfied. We have

$$
\begin{aligned}
& \alpha-p\left(x_{2 k}, x_{2 k-1}\right)-p\left(x_{2 n+2 k}, x_{2 n+1+2 k}\right) \\
< & p\left(x_{2 k}, x_{2 n+1+2 k}\right)-p\left(x_{2 k}, x_{2 k-1}\right)-p\left(x_{2 n+2 k}, x_{2 n+1+2 k}\right) \\
\leq & p\left(x_{2 k-1}, x_{2 n+2 k}\right) \\
\leq & p\left(x_{2 k-1}, x_{2 k}\right)+p\left(x_{2 k}, x_{2 n-1+2 k}\right)+p\left(x_{2 n-1+2 k}, x_{2 n+2 k}\right) \\
\leq & p\left(x_{2 k-1}, x_{2 k}\right)+\alpha+p\left(x_{2 n-1+2 k}, x_{2 n+2 k}\right)
\end{aligned}
$$

which yields

$$
\lim _{k \in \mathbb{K}} p\left(x_{2 k-1}, x_{2 n+2 k}\right)=\alpha
$$

In addition, from

$$
\begin{aligned}
& p\left(x_{2 k-1}, x_{2 n+2 k}\right)-p\left(x_{2 n+1+2 k}, x_{2 n+2 k}\right) \leq p\left(x_{2 k-1}, x_{2 n+1+2 k}\right) \\
\leq & p\left(x_{2 k-1}, x_{2 n+2 k}\right)+p\left(x_{2 n+2 k}, x_{2 n+1+2 k}\right)
\end{aligned}
$$

it follows that

$$
\lim _{k \in \mathbb{K}} p\left(x_{2 k-1}, x_{2 n+1+2 k}\right)=\alpha
$$

In a similar way we get

$$
\lim _{k \in \mathbb{K}} p\left(x_{2 n+2 k}, x_{2 k}\right)=\lim _{k \in \mathbb{K}} p\left(x_{2 k}, x_{2 n+1+2 k}\right)=\alpha
$$

Now (4b) applies, we get

$$
\begin{align*}
& H\left(i y_{2 k-1}, j y_{2 n+2 k}, f y_{2 k-1}, g y_{2 n+2 k}\right)  \tag{11}\\
= & H\left(x_{2 k-1}, x_{2 n+2 k}, x_{2 k}, x_{2 n+1+2 k}\right)<\alpha+\epsilon
\end{align*}
$$

for large $k$, and then (10), (2) yield

$$
\alpha<p\left(x_{2 k}, x_{2 n+1+2 k}\right)=p\left(f y_{2 k-1}, g y_{2 n+2 k}\right) \leq \alpha
$$

a contradiction. Thus we have proved that

$$
\lim _{k, n \rightarrow \infty} p\left(x_{2 k}, x_{2 n+1+2 k}\right)=0
$$

Now, $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$ and the triangle inequality yield

$$
\lim _{m, n \rightarrow \infty} p\left(x_{n}, x_{m}\right)=0
$$

Consequently, if the respective set is 0-complete, then there exists an $x$ such that

$$
\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0
$$

Remark 2.2. If $h \leq H$ (or $\alpha<H$ ) holds for $(a, b, b, d)=\left(x_{2 k-1}, x_{2 k}, x_{2 k}, x_{2 k+1}\right)$ as in (4a), or for $(a, b, c, d)=\left(x_{2 k-1}, x_{2 n+2 k}, x_{2 k}, x_{2 n+1+2 k}\right)$ as in (4b), then the respective part of the proof of Lemma 2.1 works for (2) with " $H(\ldots)<\alpha+\epsilon$ " replaced by $" \alpha<H(\ldots)<\alpha+\epsilon$ " (see inequalities (8) and (9), (10) and (11)). This modified condition (2) (or (13)) can be then applied in our Theorems (in Theorems 2.18, 2.20 condition (4a) is not used).

If selfmappings $f, i$ on X commute at their coincidence points, i.e.

$$
i x=f x \text { yields if } x=\text { fix, } \quad x \in X
$$

then the pair $(f, i)$ is called weakly compatible (see [5]).
Now, [10], Theorem 2.7 can be extended as follows (conditions (3c), (3d) enable us to disregard mapping $\varphi$ used in [10]).

Theorem 2.3. Assume that $(X, p)$ is a d-metric space and $f, g, i, j$ are selfmappings on $X,(f, i),(g, j)$ are weakly compatible, $f X \subset j X, g X \subset i X$, and at least one of sets $f X, g X, i X, j X$ is 0 -complete. Let (1), (2) hold for mappings $h, H: i X \times j X \times f X \times$ $g X \rightarrow[0, \infty)$ satisfying (3), (4), respectively. Then $f, g, i, j$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $g, j$ have another common fixed point.

Proof. Assume e.g. that $j X$ or $f X$ is 0 -complete, and let us consider $\left(x_{n}\right)_{n \in \mathbb{N}}$, $\left(y_{n}\right)_{n \in \mathbb{N}}, x \in j X$ as in Lemma 2.1.
For a $v$ such that $x=j v$ suppose that $p(x, g v)=\alpha>0$. Then (see (5a), (1)) from

$$
p\left(x_{2 k}, g v\right)=p\left(f y_{2 k-1}, g v\right)<h\left(i y_{2 k-1}, j v, f y_{2 k-1}, g v\right)=h\left(x_{2 k-1}, x, x_{2 k}, g v\right),
$$

we get (see (3c))

$$
0<p(x, g v) \leq \liminf _{k \rightarrow \infty}\left[p\left(x, x_{2 k}\right)+h\left(x_{2 k-1}, x, x_{2 k}, g v\right)\right]<p(x, g v)
$$

a contradiction. Therefore, $p(x, g v)=0$ and $x=g v=j v$.
Now, for $w$ such that $x=i w($ as $g X \subset i X)$ suppose that $p(f w, x)=\alpha>0$. We have

$$
p\left(f w, x_{2 k+1}\right)=p\left(f w, g y_{2 k}\right)<h\left(i w, j y_{2 k}, f w, g y_{2 k}\right)=h\left(x, x_{2 k}, f w, x_{2 k+1}\right)
$$

and (3d) yields

$$
0<p(f w, x) \leq \liminf _{k \rightarrow \infty}\left[h\left(x, x_{2 k}, f w, x_{2 k+1}\right)+p\left(x_{2 k+1}, x\right)\right]<p(f w, x)
$$

a contradiction. Therefore, $p(f w, x)=0$ and $x=f w=i w$.
The underlined equalities and the weak compatibility yield

$$
i x=i f w=f i w=f x \quad \text { and } \quad j x=j g v=g j v=g x .
$$

In the remaining part of our proof conditions (3c), (3d) are not applied.
Suppose $p(f x, x)>0$. Then we obtain (see (1), (3b))

$$
0<p(f x, x)=p(f x, g v)<h(i x, j v, f x, g v)=h(f x, x, f x, x) \leq p(f x, x)
$$

a contradiction. Now, it is clear that $i x=f x=x$.
Similarly, for $p(x, g x)>0$ we get

$$
0<p(x, g x)=p(f w, g x)<h(i w, j x, f w, g x)=h(x, g x, x, g x) \leq p(x, g x)
$$

a contradiction. We have proved that $j x=g x=x=f x=i x$.
Suppose e.g. that $y$ is another common fixed point of $i$ and $f$. Then we obtain (see (1), (3b))

$$
0<p(y, x)=p(f y, g x)<h(i y, j x, f y, g x)=h(y, x, y, x) \leq p(y, x)
$$

a contradiction. Consequently, $p(x, y)=0$ and $x=y$ hold.
The above theorem further extends [2], Theorem 2.8 (in part concerning a common fixed point). More sophisticated theorems are also included in Theorem 2.3 (see e.g. [6]). What is more, from Remark 1.4 it follows that Theorem 2.3 extends our Theorems 2.7, 2.8 from [10].

For $g=f$ Theorem 2.3 concerns three mappings and it can be reformulated as follows:

Theorem 2.4. Assume that $(X, p)$ is a d-metric space and $f, i, j$ are selfmappings on $X,(f, i),(f, j)$ are weakly compatible, $f X \subset i X \cap j X$, and at least one of sets $f X, i X, j X$ is 0 -complete. For $g=f$ let (1), (2) hold, and for mappings $h, H: i X \times$ $j X \times(f X)^{2} \rightarrow[0, \infty)$ let (3), (4) be satisfied, respectively. Then $f, i, j$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $f, j$ have another common fixed point.

Another three mappings consequence of Theorem 2.3 is the following one.
Theorem 2.5. Assume that $(X, p)$ is a d-metric space and $f, g, i$ are selfmappings on $X,(f, i),(g, i)$ are weakly compatible, $f X \cup g X \subset i X$, and at least one of sets $f X, g X, i X$ is 0 -complete. For $j=i$ let (1), (2) hold, and for mappings $h, H:(i X)^{2} \times$ $f X \times g X \rightarrow[0, \infty)$ let (3), (4) be satisfied, respectively. Then $f, g, i$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $g, i$ have another common fixed point.

Let us consider the case $i=j=i d$. Then conditions (1), (2) have the following form, respectively

$$
\begin{align*}
& p(f x, g y)>0 \text { yields } p(f x, g y)<h(x, y, f x, g y), \quad x, y \in X  \tag{12}\\
& \quad \text { for each } \alpha>0 \text { there is an } \epsilon>0 \text { for which } \\
& H(x, y, f x, g y)<\alpha+\epsilon \text { yields } p(f x, g y) \leq \alpha, \quad x, y \in X \tag{13}
\end{align*}
$$

The next theorem is a consequence of Theorem 2.3 for two mappings
Theorem 2.6. Assume that $(X, p)$ is a d-metric space, $f, g$ are selfmappings on $X$, and at least one of sets $X, f X, g X$ is 0-complete. Let (12), (13) hold, and for mappings $h, H: X^{2} \times f X \times g X \rightarrow[0, \infty)$ let (3), (4) be satisfied, respectively. Then there exists an $x \in X$ such that for any $x_{0} \in X$ and $x_{2 k+1}=g x_{2 k}, x_{2 k}=f x_{2 k-1}, k \in \mathbb{N}$, ( $(5 \mathrm{~b})$ holds for $\left.\left(x_{n}\right)_{n \in \mathbb{N}}\right)$ we have $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$ and $x=f x=g x$; in addition, neither $f$ nor $g$ has another fixed point.
Proof. Our sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is as in condition (5), because for $i=j=i d$ we have $x_{n}=y_{n}, n \in \mathbb{N}$ (see Lemma 2.1 for (1), (3a)).

For $g=f$ Theorem 2.6 becomes a pretty general "usual" fixed point theorem.
Theorem 2.7. Assume that $(X, p)$ is a 0 -complete d-metric space and $f$ is a selfmapping on $X$. For $g=f$ let (12), (13) hold, and for mappings $h, H: X^{2} \times(f X)^{2} \rightarrow$ $[0, \infty)$ let (3), (4) be satisfied, respectively. Then there exists an $x$ such that for any $x_{0} \in X$ and $x_{n}=f^{n} x_{0}, n \in \mathbb{N}$, ( 5 b ) holds for $\left.\left(x_{n}\right)_{n \in \mathbb{N}}\right)$ we have

$$
\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0 \text { and } x=f x
$$

Proof. For $g=f$ and $i=j=i d$ our sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is as in condition (5).
Example 2.8. Let us consider

$$
\begin{align*}
& H(a, b, c, d)=\kappa p(a, b)+\lambda p(a, c)+\mu p(b, d)+\nu[p(a, d)+p(b, c)] \\
& \text { for some } \kappa, \lambda \mu, \nu \geq 0 \text { such that } \kappa+\lambda+\mu+2 \nu=1, \\
& \text { and } h=\varphi \circ H \text { for a nondecreasing mapping } \varphi:[0, \infty) \rightarrow[0, \infty)  \tag{14}\\
& \text { such that for each } \alpha>0 \text { we have } \varphi(\alpha)<\alpha \text { and } \\
& \varphi(\cdot) \leq \alpha \text { on some interval }(\alpha, \alpha+\epsilon) .
\end{align*}
$$

If condition (1) or (12) is satisfied, then (2) or (13) holds, respectively (see Remark 1.4).

Now, let us check conditions (3) and (4). Assume $p$ satisfies (i) from Example 1.3. Then we have

$$
\begin{aligned}
& h(a, b, c, a) \\
\leq & \varphi(\kappa p(a, b)+\lambda p(a, c)+\mu p(b, a)+\nu[p(a, a)+p(b, a)+p(a, c)-p(a, a)]) \\
= & \varphi((\kappa+\mu+\nu) p(a, b)+(\lambda+\nu) p(a, c)) \leq \varphi((\kappa+\lambda+\mu+2 \nu) \max \{p(a, b), p(a, c)\}) \\
= & \varphi(\max \{p(a, b), p(a, c)\}) \leq \max \{p(a, b), p(a, c)\}
\end{aligned}
$$

In a similar way, if (ii) from Example 1.3 is satisfied, then we obtain

$$
\begin{aligned}
& h(a, b, b, d) \\
\leq & \varphi(\kappa p(a, b)+\lambda p(a, b)+\mu p(b, d)+\nu[p(a, b)+p(b, d)-p(b, b)+p(b, b)]) \\
= & \varphi((\kappa+\lambda+\nu) p(a, b)+(\mu+\nu) p(b, d)) \leq \varphi((\kappa+\lambda+\mu+2 \nu) \max \{p(a, b), p(b, d)\}) \\
= & \varphi(\max \{p(a, b), p(b, d)\}) \leq \max \{p(a, b), p(b, d)\}
\end{aligned}
$$

Consequently, if $p$ satisfies (i), (ii) from Example 1.3, then (3a) holds.
Assume $p(a, a), p(b, b) \leq p(a, b)$. Then

$$
\begin{aligned}
h(a, b, a, b) & =\varphi(\kappa p(a, b)+\lambda p(a, a)+\mu p(b, b)+2 \nu p(a, b)) \\
& \leq \varphi((\kappa+\lambda+\mu+2 \nu) p(a, b))=\varphi(p(a, b)) \leq p(a, b)
\end{aligned}
$$

means that (3b) is satisfied.
Now, let us adopt the assumptions of (3c). We have

$$
\begin{aligned}
h(a, b, c, d) & =\varphi(\kappa p(a, b)+\lambda p(a, c)+\mu \alpha+\nu[p(a, d)+p(b, c)]) \\
& \leq \varphi(\kappa p(a, b)+\lambda p(a, c)+\mu \alpha+\nu[p(a, b)+p(b, d)+p(b, c)]) \\
& =\varphi((\kappa+\nu) p(a, b)+\lambda p(a, c)+(\mu+\nu) \alpha+\nu p(b, c)) \\
& \leq \varphi((\kappa+\lambda+\mu+2 \nu) \alpha)=\varphi(\alpha)<\alpha=p(b, d)
\end{aligned}
$$

In a similar way we check condition (3d):

$$
\begin{aligned}
h(a, b, c, d) & =\varphi(\kappa p(a, b)+\lambda \alpha+\mu p(b, d)+\nu[p(a, d)+p(b, c)]) \\
& \leq \varphi(\kappa p(a, b)+\lambda \alpha+\mu p(b, d)+\nu[p(a, d)+p(b, a)+p(a, c)]) \\
& =\varphi((\kappa+\nu) p(a, b)+(\lambda+\nu) \alpha+\mu p(b, d)+\nu p(a, d)) \\
& \leq \varphi((\kappa+\lambda+\mu+2 \nu) \alpha)=\varphi(\alpha)<\alpha=p(a, c)
\end{aligned}
$$

Consequently, the system of conditions (3) is satisfied.
Assume that condition (ii) from Example 1.3 holds. Then for $p(a, b), p(b, d) \rightarrow \alpha$ we obtain

$$
\begin{aligned}
H(a, b, b, d) & =\kappa p(a, b)+\lambda p(a, b)+\mu p(b, d)+\nu[p(a, d)+p(b, b)] \\
& \leq(\kappa+\lambda) p(a, b)+\mu p(b, d)+\nu[p(a, b)+p(b, d)-p(b, b)+p(b, b)] \\
& =(\kappa+\lambda+\nu) p(a, b)+(\mu+\nu) p(b, d) \rightarrow(\kappa+\lambda+\mu+2 \nu) \alpha=\alpha,
\end{aligned}
$$

i.e. (4a) holds. If the assumptions of (4b) are satisfied, then we obtain

$$
H(a, b, c, d) \rightarrow(\kappa+2 \nu) \alpha \leq \alpha
$$

Corollary 2.9. If $p$ is a partial metric, then for $h, H$ as in (14) conditions (3), (4) hold; in addition, (1) yields (2), and (12) implies (13).

Now, the subsequent five theorems are immediate consequences of Corollary 2.9, Remark 1.4, and of Theorems 2.3, .. 2.7.

Theorem 2.10. Assume that $(X, p)$ is a partial metric space and $f, g, i, j$ are selfmappings on $X,(f, i),(g, j)$ are weakly compatible, $f X \subset j X, g X \subset i X$, and at least one of sets $f X, g X, i X, j X$ is 0 -complete. Let (1) hold for a mapping $h: i X \times j X \times f X \times g X \rightarrow[0, \infty)$ as in (14) or as in Remark 1.4. Then $f, g, i, j$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $g, j$ have another common fixed point.
Theorem 2.11. Assume that $(X, p)$ is a partial metric space and $f, i, j$ are selfmappings on $X,(f, i),(f, j)$ are weakly compatible, $f X \subset i X \cap j X$, and at least one of sets $f X, i X, j X$ is 0 -complete. For $g=f$ let (1) hold for a mapping $h: i X \times j X \times(f X)^{2} \rightarrow[0, \infty)$ as in (14) or as in Remark 1.4. Then $f, i, j$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $f, j$ have another common fixed point.

Theorem 2.12. Assume that $(X, p)$ is a partial metric space and $f, g, i$ are selfmappings on $X,(f, i),(g, i)$ are weakly compatible, $f X \cup g X \subset i X$, and at least one of sets $f X, g X, i X$ is 0 -complete. For $j=i$ let (1) hold for a mapping $h:(i X)^{2} \times f X \times g X \rightarrow[0, \infty)$ as in (14) or as in Remark 1.4. Then $f, g, i$ have a single common fixed point $x, p(x, x)=0$, and neither $f, i$ nor $g, i$ have another common fixed point.

Theorem 2.13. Assume that $(X, p)$ is a partial metric space, $f, g$ are selfmappings on $X$, and at least one of sets $X, f X, g X$ is 0-complete. Let (12) hold for a mapping $h: X^{2} \times f X \times g X \rightarrow[0, \infty)$ as in (14) or as in Remark 1.4. Then there exists an $x \in X$ such that for any $x_{0} \in X$ and $x_{2 k+1}=g x_{2 k}, x_{2 k}=f x_{2 k-1}, k \in \mathbb{N}$, ((5b) holds for $\left(x_{n}\right)_{n \in \mathbb{N}}$ ) we have $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$ and $x=f x=g x$; in addition, neither $f$ nor $g$ has another fixed point.
Theorem 2.14. Assume that $(X, p)$ is a 0-complete partial metric space and $f$ is a selfmapping on $X$. For $g=f$ let (12) hold for a mapping $h: X^{2} \times(f X)^{2} \rightarrow[0, \infty)$ as in (14) or as in Remark 1.4. Then there exists an $x$ such that for any $x_{0} \in X$ and $x_{n}=f^{n} x_{0}, n \in \mathbb{N}$, ( $(5 \mathrm{~b})$ holds for $\left.\left(x_{n}\right)_{n \in \mathbb{N}}\right)$ we have $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$ and $x=f x$.
Remark 2.15. Ćirić in [1] considered the following condition for a metric $p$ :

$$
\begin{aligned}
& p(f x, f y) \leq \alpha p(x, y)+\beta p(x, f x)+\gamma p(y, f y)+\delta[p(x, f y)+p(y, f x)]\} \\
& \text { for fixed } \alpha, \beta, \gamma, \delta \geq 0 \text { such that } \alpha+\beta+\gamma+2 \delta<1
\end{aligned}
$$

It is clear, that (12) for $g=f$ and mapping $\varphi(\alpha)=k \alpha$ with some $k \in[0,1)$ in (14) is equivalent to the Ćirić's condition. Consequently the Ćirić theorem follows from our Theorem 2.14.

In our further theorems conditions (3c), (3d) are disregarded.
Let us recall (see [11], Definition 2.10) that a selfmapping $f$ on a d-metric space $(X, p)$ is 0 -continuous if for each sequence $\left(x_{n}\right)_{n \in \mathbb{N}}, x \in X$ from $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$ it follows that $\lim _{n \rightarrow \infty} p\left(f x, f x_{n}\right)=0$.

Remark 2.16. If $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$ holds for a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in a d-metric space $(X, p)$, then the triangle inequality yields $x \in \operatorname{Ker} p=\{s \in X: p(s, s)=0\}$. Consequently, if $f$ is a 0 -continuous selfmapping on $(X, p)$, then $f(\operatorname{Ker} p) \subset \operatorname{Ker} p$ (consider $x_{n}=x$ ). In turn, $\operatorname{Ker} p$ (if nonempty) with the restricted $p$ is a metric subspace of $(X, p)$. So, if we know that $\operatorname{Ker} p$ is nonempty, complete and $f, g$ are 0continuous, then the global condition (3b) guarantees that the fixed point is unique; the remaining part of (3) and conditions (1), (2) and (4) can be local (i.e. for $X$ replaced by $\operatorname{Ker} p$ ).
Theorem 2.17. Assume that $(X, p)$ is a d-metric space and $f, g$ are 0 -continuous selfmappings on $X$, and at least one of sets $X, f X, g X$ is 0-complete. Let (12), (13) hold, and for mappings $h, H: X^{2} \times f X \times g X \rightarrow[0, \infty)$ let (3a), (4) be satisfied, respectively. Then for any $x_{0} \in X$ and $x_{2 k+1}=g x_{2 k}, x_{2 k}=f x_{2 k-1}, k \in \mathbb{N}$, (5b) holds, there exists an $x$ such that $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$ and $x=f x=g x$. If, in addition, (3b) is satisfied, then $x$ is unique and neither $f$ nor $g$ has another fixed point.

Proof. For $i=j=i d$ from conditions (12), (13), (3a), (4) it follows that $\left(x_{n}\right)_{n \in \mathbb{N}}$ satisfies (5b) and $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=0$ (see Lemma 2.1 for (1), (2), (3a), (4)). Now (see (5a)),

$$
p(x, g x) \leq p\left(x, x_{2 k+1}\right)+p\left(x_{2 k+1}, g x\right)=p\left(x, x_{2 k+1}\right)+p\left(g x_{2 k}, g x\right)
$$

and the 0 -continuity of $g$ at $x$ imply

$$
p(x, g x) \leq \lim _{k \rightarrow \infty}\left[p\left(x, x_{2 k+1}\right)+p\left(g x_{2 k}, g x\right)\right]=0
$$

In a similar way, we obtain $p(f x, x)=0$, as

$$
p(f x, x) \leq p\left(f x, x_{2 k}\right)+p\left(x_{2 k}, x\right)=p\left(f x, f x_{2 k-1}\right)+p\left(x_{2 k}, x\right)
$$

The final part of the proof of Theorem 2.3 shows that neither $f$ nor $g$ have another fixed point provided that (3b) holds.

From Remark 2.2 and Lemma 2.1 (see also Examples 1.5, 1.6) it follows that the next theorem is a far extension of a theorem of Proinov ([12], Theorem 4.2), and also Theorem 3.7 from [11] is included in Theorem 2.18 (see [11] Corollary 2.6, Lemma 2.9). In addition, those two theorems were proved for $g=f$.

Theorem 2.18. Assume that $(X, p)$ is a d-metric space, $f, g$ are 0 -continuous selfmappings on $X$, and at least one of sets $X, f X, g X$ is 0 -complete. Assume that for an $x_{0} \in X$, and $x_{2 k}=f x_{2 k-1}, x_{2 k+1}=g x_{2 k}, k \in \mathbb{N}$, we have $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$. Let (12), (13) hold, and for mappings $h, H: X^{2} \times f X \times g X \rightarrow[0, \infty)$ let $H$ satisfy (4b). Then there exists an $x$ such that $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$ and $x=f x=g x$. If, in addition, (3b) is satisfied, then $x$ is unique and neither $f$ nor $g$ has another fixed point.

Proof. For $i=j=i d$ condition (5a) is satisfied. If $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$, then (see Lemma 2.1 for (5a), (1), (2), (4b)) from (5a), (12), (13), (4b) it follows that there exists a point $x \in X$ such that $\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0$. Now, as in the proof
of Theorem 2.17 we conclude that $x=f x=g x$ and that $f, g$ have no other fixed points.

It is worth noting that for $g=f$ and $h=h_{1}$ (see Example 1.1) condition (1) implies 0 -continuity of $f$. Now, let us present the versions of Theorems 2.17, 2.18 for $g=f$.

Theorem 2.19. Assume that $(X, p)$ is a 0 -complete d-metric space and $f$ is a 0continuous selfmapping on $X$. For $g=f$ let (12), (13) hold, and for mappings $h, H: X^{2} \times(f X)^{2} \rightarrow[0, \infty)$ let (3a), (4) be satisfied, respectively. Then for any $x_{0} \in X$ and $x_{n}=f^{n} x_{0}, n \in \mathbb{N}$, (5b) holds, there exists an $x$ such that

$$
\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0 \text { and } x=f x
$$

If, in addition, (3b) is satisfied, then $x$ is unique.
Theorem 2.20. Let $f$ be a 0-continuous selfmapping on a 0 -complete d-metric space $(X, p)$. Assume that there exists an $x_{0} \in X$, such that for $x_{n}=f^{n} x_{0}, n \in \mathbb{N}$ we have $\lim _{n \rightarrow \infty} p\left(x_{n+1}, x_{n}\right)=0$. For $g=f$ let (12), (13) hold, and for mappings $h, H: X^{2} \times(f X)^{2} \rightarrow[0, \infty)$ let $H$ satisfy $(4 \mathrm{~b})$. Then there exists an $x$ such that

$$
\lim _{n \rightarrow \infty} p\left(x, x_{n}\right)=p(x, x)=0 \text { and } x=f x
$$

If, in addition, (3b) is satisfied, then $x$ is unique.
From Example 1.3 and Remark 2.2 it follows that for $h=H=h_{3}$ a theorem of Jachymski ([4], Theorem 2) is included in Theorem 2.20.
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