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1. INTRODUCTION

The viscosity method for solving variational inequalities was first introduced by
Moudafi [18] in the setting of Hilbert spaces which is further extended by Xu [29]
in the frame work of uniformly smooth Banach spaces. In the viscosity method,
Moudafi [18] and Xu [29] considered a contraction mapping which is involved in the
formulation of the variational inequality. Several researchers replaced contraction
mapping by some weak form of contraction mappings, namely, pseudo-contraction
mapping, weakly contraction mapping and developed the viscosity method for solving
variational inequalities defined over the set of fixed points of a nonexpansive mapping
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in the setting of Hilbert spaces or Banach spaces, see, e.g., [18, 17, 29, 28, 30, 27] and
the references therein.

During the last decades, the study of variational inequalities, variational inclusions
and optimization problems over manifolds is emerged as promissing, interesting and
hot topic for researchers, see, e.g., [2, 3,4, 5,7, 9, 10, 12, 13, 14, 15, 16, 19, 20, 21, 22,
25, 11] and the references therein. Recently, Huang [13] extended viscosity method
with a weak contraction mapping for solving variational inequalities in the setting of
Hadamard manifolds and discussed its convergence criterion.

The main purpose of this work is to give a viscosity method with a ¢-contraction
mapping for solving variational inequalities defined over the set of fixed points of a
nonexpansive mapping in the setting of Hadamard manifolds.

The following paper is organized as follows: In the next section, we collect several
basic definitions, terminologies and results from manifolds which are needed in the se-
quel. In Section 3, we give the formulation of a variational inequality problem defined
over the set of fixed points of a nonexpansive mapping and involving a ¢-contraction
mapping and another nonexpansive mapping in the setting of Hadamard manifolds.
Several special cases, namely, variational inequality problems defined over the set of
zeros of a set-valued monotone vector field, Moreau-Yosida regularization problems of
our variational inequality problem are also considered. Section 4 proposes a viscosity
method for solving considered variational inequality problem and studies convergence
analysis of the proposed method. Several special cases are also discussed. In the
last section, we illustrate the proposed viscosity method and convergence result by a
numerical example. The algorithms and results of the paper extended and improve
several known results from the setting of linear structure to Hadamard manifolds.

2. PRELIMINARIES

In this section, we recall some known notions, definitions and results from manifold,
which can be found in any standard book on manifolds, see, e.g., [23, 11, 25].

Let M be a finite dimensional differentiable manifold. For each x € M, let T, M
be the tangent space at x, which is a real vector space of the same dimension as
M. The collection of all tangent spaces on M is called a tangent bundle and it is
denoted by TM. A single-valued vector field on a manifold M is a C°° mapping
A : M — TM such that for each € M, it assigns a tangent vector A(z) € T,M. A
smooth mapping (-,-) : TM x TM — R is said to be a Riemannian metric on M if
(,)z : TuM x T,M — R is an inner product for all € M. We denote by || - || the
corresponding norm to the inner product (-, ), on T,M. We omit the subscript z if
no confusion arises. A differentiable manifold M endowed with a Riemannian metric
(-,-) is called a Riemannian manifold.

The length of a piecewise smooth curve 7 : [a,b] — M joining x = v(a) to y = y(b)
in M is given by

b
L(y) = / 140,
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where () denotes the tangent vector at (t) in the tangent space T, M. The
minimal length of all such curves joining x to y is called a Riemannian distance and
it is denoted by d(z,y).

Let V be the Levi-Civita connection associated with the Riemannian manifold M.
A smooth vector field X along 7 is said to be parallel if V) X = 0, where 0 denotes
the zero tangent vector. If 7 is parallel along v, i.e., V4;)¥(t) = 0, then 7 is said to
be a geodesic and in this case ||¥(¢)| is a constant. In addition, if ||§(¢)|| = 1, then ~
is called a normalized geodesic. A geodesic joining x to y in a Riemannian manifold
M is said to be a minimal geodesic if its length is equal to d(z,y).

A Riemannian manifold M is said to be complete if for any z € M, all geodesics
emanating from « are defined for all ¢ € R. By Hopf-Rinow Theorem [23], any pair
of points in a complete Riemannian manifold M can be joined by a minimal geodesic;
moreover, (M, d) is a complete metric space. If M is a complete Riemannian manifold,
then the exponential mapping exp, : T,M — M at « € M is defined by

exp, v =Y (L;z), Yve T,M,

where 7, (-; ) is the geodesic starting from z with velocity v, i.e., v,(0;x) = x and
v (0; ) = v. It is known that exp, tv = 7, (t; z) for any real number ¢, and exp, 0 =
v (0;z) = . Note that the exponential mapping exp, is differentiable on T, M for
any x € M. It is well-known that the derivative D exp,(0) of exp,(0) is equal to the
identity vector of T, M. Therefore, by the inverse mapping theorem, there exists an
inverse exponential mapping exp; ! : M — T, M. Moreover, for any z,y € M, we have
d(z,y) = || exp; L y||. For further details, we refer to [23].

A complete simply connected Riemannian manifold with nonpositive sectional cur-
vature is called a Hadamard manifold.

The rest of the paper, unless otherwise specified, we assume that M is a finite
dimensional Hadamard manifold.

Li et al. [14] derived some properties of the exponential mapping in the setting of
Hadamard manifolds.

Lemma 2.1. [14] Let {xy, }nen be a sequence in a Hadamard manifold M such that
Ty — & € M. Then the following assertions hold.

(a) For anyy € M, we have
eXp;n1 Yy — expg{1 y and eXp;1 Ty — eprl Z.

(b) If u, € T, M and u, — 4, then @ € TzM.
(¢) Given up,v, € Ty, M and 4,0 € TzM, if u, — @ and v, — 0, then
(tUn, vn) = (U, D).

Proposition 2.2. [23] For any = in a Hadamard manifold M, the exponential map-
ping exp, : T,M — M is a diffeomorphism, and for any two points x,y € M, there
exists a unique normalized geodesic 7 : [0,1] — M joining © = v(0) to y = v(1) which
is in fact a minimal geodesic defined by

y(t) = exp, texp,ly, Vtel0,1].
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A subset C of a Riemannian manifold M is said to be geodesic convex if for any
two points  and y in C, any geodesic joining x to y is contained in C, i.e., if for
all a,b € R, v : [a,b] = M is a geodesic such that z = v(a) and y = ~(b), then
~v(at 4+ (1 —t)b) € C for all t € [0, 1].

A function f: M — R is said to be geodesic convex if for any geodesic 7 : [a, b] —
M, the composition function f o+ : [a,b] — R is convex, that is,

(foy)(at+ (1 —t)b) <t(foy)(a)+ (1 —1t)(fov)(b), Vtel0,1] and Va,be€ R.

Proposition 2.3. [23] The Riemannian distance d : M x M — R is a geodesic convex
function with respect to the product Riemannian metric, i.e., for any pair of geodesics
v :10,1] = M and v2 : [0,1] = M,

d(y1(t),72(t)) < (1 = 1)d(71(0),72(0)) + td(71(1),72(1)), Vt € [0,1].

In particular, for each x € M, the function d(-,z) : M — R is a geodesic convex
function.

We now mention some geometric properties of finite dimensional Hadamard man-
ifold Ml which are similar to the setting of Euclidean space R™.

A geodesic triangle A(x1, 22, 23) in a Riemannian manifold M is a set consisting of
three points x1, 2 and x3, and three minimal geodesics ~; joining x; to x;41, where
i=1,2,3 (mod 3).

Proposition 2.4. [23] Let A(x1,x9,x3) be a geodesic triangle in a Hadamard mani-
fold M. For each i = 1,2,3 (mod 3), let v; : [0,1;] — M be the geodesic joining x; to
Zit1, li = L(7i) and a; be the angle between tangent vectors 4;(0) and —%;—1(li—1).
Then

(a) aq + ag + ag <

(b) l? + l2-2+1 — 2lili+1 cos ity < 11-2_1.

As in [14], Proposition 2.4 (b) can be written in terms of Riemannian distance and
exponential mapping as

(x5, wig1) + P (Tig1, Tig2) — 2 eXp;iil T, GXPLL Tipo) < d*(zi1, i),  (2.1)
since
< exp;il Zi, GXp;ilJrl $i+2> = d(]}i, xi+1)d(a:i+1, xi_;,_g) COS (V41

For further details, we refer to [12].

Lemma 2.5. [7, p. 24] (see also [15]) Let A(z,y,z) be a geodesic triangle in a
Hadamard manifold M. Then there exists x',y’, 2’ € R? such that

d(z,y) =" =y, dly.2) =y’ =2 and d(z,2)=]a"—2|.

The triangle A(2’,y’,2’) is called the comparison triangle of the geodesic trian-
gle A(z,y, z), which is unique up to isometry of M. The points 2’,y’, 2’ are called
comparison points to the points x, y, z, respectively.

Lemma 2.6. [15] Let A(x,y,z) be a geodesic triangle in a Hadamard manifold M
and A(2',y', ') be its comparison triangle.
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(a) Let oy, as,ag (respectively, o, ob, o ) be the angles of A(x,y, z) (respectively,
A2y, 2")) at the vertices x,y, z (respectively, x',y', 2" ). Then

oy > a1, ah>ay and ah > as.

(b) Let w be a point on the geodesic joining x to y and w' its comparison point
in the interval [2',y']. If d(w,z) = ||Jw’ — 2| and d(w,y) = ||w" — y'||, then
d(w,z) < |lw’ = 2||.

The projection of a point x € M onto a closed geodesic convex subset C' of a
Hadamard manifold M is defined by

Po(x)={z€ C:d(z,z) <d(z,y), Vy € C}.

Proposition 2.7. [26] Let C be a closed geodesic convex subset of a Hadamard man-
ifold M. Then for any x € M, Po(z) is a singleton set. Also, for any point x € M,
the following assertions are equivalent:

(a) y = Pc(z);
(b) <expy_1 :mexpy_l z> <0, Vze (.

Definition 2.8. [16] A mapping T': M — M is said to be firmly nonexpansive if for
any x,y € M, the function ¢ : [0, 1] — [0, +00) defined by

p(t) :=d (expa,7 texp, ' T(x), exp, t expy_1 Ty) , Vtelo,1],
is nonincreasing.
Li et al. [16] proved that every firmly nonexpansive mapping is nonexpansive.

Definition 2.9. A mapping f : M — M is said to be ¢-contraction [6] if

d(f(x), f(y)) < ¢(d(z,y)), Yo,y eM,

where ¢ : [0,400) — [0, +00) is a function that satisfies the following conditions:

(i) ¢(t) <t for all t > 0;
(ii) ¢ is continuous.
Remark 2.10. (a) @(t) = 14 for all t > 0 satisfies the conditions (i) - (ii).
(b) If ¢(t) = kt for all ¢ > 0, where k € (0,1), then f is a contraction mapping
with Lipschitz constant k.
(¢) Note that ¢-contraction mappings are nonexpansive.

Note that the ¢-contraction mappings were first introduced by Boyd and Wong [6].
They discussed the existence of a unique fixed point of a ¢-contraction mapping in
the setting of a complete metric space.

Theorem 2.11. [6, Theorem 1] Let (X, d) be a complete metric space and f : X — X
be a ¢-contraction mapping, where ¢ is upper semicontinuous and satisfies ¢(t) < t
for allt > 0. Then f has a unique fixed point.
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Lemma 2.12. [1] Let {un fnen and {Bn }nen be two sequences of positive real numbers

o0
such that lim ﬁ—" =0 and Y p, = +o0o. Let {wy}tnen be a sequence of positive real
n—oo n —

n=
numbers satisfying the recursive inequality:
Wnt1 < Wy — fn(Wn) + Bn, Vn €N,

where ¢ : [0,+00) — [0,+00) is a continuous and nondecreasing function such that
»(0) =0 and ¥ (s) > 0 for all s > 0. Then lim w, = 0.

n—oo

Remark 2.13. Let ¢ : [0,+00) — [0,400) be a continuous and nonincreasing
function such that ¢(0) = 0 and ¢(¢t) < ¢ for all ¢ > 0. Then the function
1 : [0, +00) — [0, 400) defined by
b(t) =t —@(t), V>0, (2.2)

is continuous and nondecreasing such that ¢(0) = 0 and +(t) > 0 for all ¢ > 0.

Indeed, the continuity of 9 follows from (2.2) and continuity of ¢. Also, ¢(0) =0
implies ¥(0) = 0 and ¢(t) < t gives ¥(¢t) > 0 for all ¢ > 0. Furthermore, since ¢ is
nonincreasing, for any t; < t2, we have —¢(t;) < —¢(t2). Therefore, t; — ¢(t1) <
to — ¢(t2), and hence, ¥ (t1) < 1 (t2). This confirms that ¢ is nondecreasing.

Therefore, by replacing the function ¥(t) =t — ¢(¢) in Lemma 2.12, we obtain the
following result.

Lemma 2.14. Let {un tnen and {Bn}nen be two sequences of positive real numbers

o0
such that lim 5—" =0 and Y p, = +0o. Let {wytnen be a sequence of positive real
n—oo Hn ne1
numbers satisfying the recursive inequality:
Wpt1 < (1 — pp)wp, + pnd(wy) + By, Vn €N, (2.3)

where ¢ : [0,+00) — [0,400) is a continuous and nonincreasing function such that
$(0) =0 and ¢(s) < s for all s > 0. Then lim w, =0.
n—oo

Proof. Let ¢(t) =t — ¢(t), then by Remark 2.13, all the assumptions of Lemma 2.12
are satisfied. Therefore, from (2.3), we have
Wn+1 S Wnp — ,U/n’(/}(wn) + 6717 Vn € N7

which implies from Lemma 2.12 that lim w, = 0. (|
n—oo

3. FORMULATION OF PROBLEMS

Throughout the paper, we denote by (M) the set of all single-valued vector fields
A :M — TM such that A(z) € T,M for each z € M.

Definition 3.1. [20] A single-valued vector field A € Q(M) is said to be monotone if
<A(x), epol y> < <A(y), — eprl ;v> , Vx,y € M.

Let X (M) be the set of all set-valued vector fields V' : M = TM such that V(z) C
T,M for each x € M. The domain D(V) of V is defined by

DWV)={zeM:V(x)+# 0}.
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Definition 3.2. [19] Let T : M = M be a set-valued mapping. The complementary
vector field V € X (M) of T is defined by

V(z) = —exp, ' T(x), YreM,
where exp; ! T'(z) = {exp;'y € T,M:y € T(z)} for all x € M.

Theorem 3.3. [19] If T : Ml — M is a nonezpansive mapping, then its complementary
vector field V' is monotone.

We now recall the definition of resolvent associated with a set-valued vector field
and some of its well-known properties.

Definition 3.4. [16] For a given p > 0 and a set-valued vector field V' € X' (M), the
resolvent of the vector field V' of order p is a set-valued mapping RL/ : M = D(V)
defined by

14 — .
R (z):={z€M:x €exp, uV(z)}, VreM.

Remark 3.5. [16] For p > 0, the range of resolvent R,‘f is contained in the domain
of V' and

Fix(R)) = V~'(0).

Definition 3.6. [9] A set-valued vector field V' € X' (M) is said to be monotone if for
any =,y € D(V),

<u,exp;1 y> < <U, —exp;1 J;> , YueV(x)and Yv € V(y).

Lemma 3.7. [16] A set-valued vector field V € X (M) is monotone if and only if R},
is single-valued and firmly nonexpansive.

Let M be a Hadamard manifold, f : Ml — M be a ¢-contraction mapping and
S, T : M — M be nonexpansive mappings with Fix(T') # 0, where Fix(T') denotes the
set of all fixed points of T. We consider the following variational inequality problem
associated with f, T, S and Fix(T): Find z € Fix(T) such that

1
<expg{1 S(z) + —exp; ! f(7),exp; ! ac> <0, VzeFix(T), (3.1)
o

where o € (0,+00). We denote by S the solution set of the problem (3.1). It is
considered and studied by Yao et al. [30] in the framework of Hilbert spaces by
considering f to be contraction and S, T to be nonexpansive. In particular, if S =T
the identity mapping, then problem (3.1) becomes the following problem:

Find z € Fix(T) such that (exp;' f(z),exp;'z) <0, Vz € Fix(T). (3.2)

Moudafi [18] considered and studied problem (3.2) in the framework of Hilbert spaces,
and introduced the viscosity approximation method for finding its solution where f
is a contraction mapping. Later, Xu [28] considered f to be a nonexpansive mapping
and extended the work of Moudafi [18] in the setting of uniformly smooth Banach
spaces.
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Since T is nonexpaunsive, by [2], Fix(T) is a closed and geodesic convex subset of
the Hadamard manifold M. If Fix(T) # (), then by Proposition 2.7, problem (3.2)
can be equivalently written as the following fixed point problem:

Find z € Fix(T) such that = = Ppix()f(T), (3.3)

where Ppiy(7) is the metric projection onto the closed geodesic convex set Fix(7T') in
the Hadamard manifold M.

Moreover, if f = I the identity mapping, then the problem (3.1) reduces to follow-
ing variational inequality problem involving nonexpansive mappings 7" and S:

Find z € Fix(T') such that <expg1 S(z),exp; ! m) <0, VzeFix(T). (3.4)
Since Fix(7T) is nonempty closed and geodesic convex, again by using Proposition 2.7,
problem (3.4) is equivalently written as the following fixed point problem:

Find z € Fix(T) such that = = Ppix1)S(T). (3.5)
We also consider the following special cases of the problem (3.2).
Variational inequality problem over the set of zeros of a set-valued mono-
tone vector field: Let V : M = TM be a monotone set-valued vector field. By
Lemma 3.7, R}\/ is single-valued, and by Remark 3.5, V~1(0) = Fix(RY) for all A > 0.
By considering Fix(7T') = V~1(0) in problem (3.2), we get the following variational
inequality problem over the set of zeros of a set-valued monotone vector field:

Find z € V~1(0) such that (exp;' f(2),exp;'y) <0, Vye V(0). (3.6)

Hierarchical minimization problem: Let G : M — (—o0, +00] be a proper, lower
semicontinuous and geodesic convex function on a Hadamard manifold M. The do-
main of the function G, denoted by D(G), is defined by

D(G) == {z € M: G(x) # +00}.

The directional derivative of the function G at x in direction u € T,;M is given by

The gradient VG of G at z € M [11] is defined by (VG(z),u) := GP(z;u) for all
u € T, M. It is well known [25] that

Z € argmin G(z) < VG(z) =0, (3.7
zeM
where argmin G(z) = {x € M : G(z) < G(y), Yy € M} is a set of minimizers of G.

zeM

Proposition 3.8. [22] Let M be a Riemannian manifold and G : M — R be a
differentiable function. Then G is geodesic convex if and only if VG is a monotone
vector field.

The hierarchical minimization problem is to find Z € Fix(7') such that

Z € argmin G(x). (3.8)
z€eFix(T)



HIERARCHICAL VARIATIONAL INEQUALITIES 569

Let f(z) = u for some u € M and for all z € Fix(T') and define the objective function
g by .
G(x) := 5d2(u, z), Yz €M, (3.9)

where f : M — M is a ¢-contraction mapping. Note that G is geodesic convex by
Proposition 2.3.

Proposition 3.9. The element T is a solution of problem (3.2) if and only if it is a
solution of the following hierarchical minimization problem:

1
T € argmin —d*(u, z), (3.10)
TE€Fix(T)

where f(z) = u for some u € M and for all z € Fix(T).
Proof. Let & € Fix(T') be a solution of the problem (3.10). Then

1 1
de(u,f) < §d2(u,y), Yy € Fix(T).
Since u = f(2) for all z € Fix(T), therefore, for u = f(Z), we have

SP((@),3) < S (f(@)y), Yy € Fix(T)

By the definition of metric projection on a Hadamard manifold, we obtain
T = Ppix(r) f(Z).

It follows from Proposition 2.7 that Z is solution of the problem (3.2).
Conversely, let T be a solution of the problem (3.2), that is, & € Fix(T') such that

(exp;! f(z),exp;'y) <0, Vy e Fix(TD). (3.11)
Consider a geodesic triangle A(f(Z),Z,y). Then by inequality (2.1), we have
d*(f(),7) + d*(Z,y) — 2 (expz " f(2), expz ' y) < d*(f(2),y)- (3.12)

By combining (3.11) and (3.12), we obtain
SR, 8) + 5P () < SP (7)),
and so,
SP((@),3) < S (f(2),), Vy € Fix(D),
by replacing v = f(Z), we have
%d%,@ < %d2(u,y), vy € Fix(T),
that is, Z is a solution of the hierarchical minimization problem (3.10). g

Moreau-Yosida regularization and hierarchical minimization problem: The
Moreau-Yosida regularization prox,g(z) : M — M of a geodesic convex function
© : M — R on a Hadamard manifold M is defined as follows:

1
prox,g () := argmin { O(z2) + —~d*(z,2) : 2 € M ¢, Va € M.
zeM 2\
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Ferreira and Oliveira [12] showed that prox,g is a single-valued mapping with

D(prox,g) = M. Moreover, prox,e is also a firmly nonexpansive mapping (see, [16,

Example 1]), and so prox, o is nonexpansive. If © : M — (—o0, +00] be proper, lower

semicontinuous and geodesic convex function then the fixed point of Moreau-Yosida

regularization has a relation (see [5, Lemma 3.2]), that is, argmin © = Fix(prox,g).
M

Since every ¢-contraction mapping is nonexpansive, by Theorem 3.3, the compli-
mentary vector field of ¢-contraction mapping is monotone. Also, the gradient of a
geodesic convex function is monotone. Therefore, without loss of generality we can
consider a ¢-contraction mapping f : M — M and a geodesic convex differentiable
function g : M — R such that Vg = —exp~! f. Then, we obtain the following result
in which the problem (3.2) reduces to the hierarchical minimization problem which
was considered by Cabot [8] and Solodov [24] in the setting of Euclidean spaces.

Proposition 3.10. Let © : Ml — (—o0,+00] be proper, lower semicontinuous and
geodesic convex function and g : M — R be a geodesic convex and differentiable
function. Let f : M — M be a ¢-contraction mapping, and for A >0, let T : M — M
be defined by

T(x) := prox,o(z), Ve M. (3.13)

If the gradient of g is Vg = —exp_ ! f, then the problem (3.2) reduces to the following
hierarchical minimization problem

min _ g(z). (3.14)

r€argmin ©

Proof. Let Z be a solution of the problem (3.2). Then Z € Fix(T'), and by the definition
of T, T = prox,o(Z), that is, Z € argmin ©. It follows from (3.2)

(expz' f(Z),exp; " y) <0, Vy € argmin O.
Since Vg = —exp_! f, we obtain
(Vg(z),exp; ' y) >0, Vy € argmin O.
By the definition of gradient of g, we have
0 < (Vg(a),exp; ' y) = g7 (zexpz ' y)
where ¢gP (f; exp; ! y) is a directional derivative at z in direction expz Ly, ie.,

1 _ _
0 < g° (s;exps y) = lim g (expz(texp; ' y) — g (2)

t—0+ t
o 960 9()
t—0+ t

where (t) = exp, texp; ' y is the geodesic joining Z = ~v(0) to y = v(1). Then by
[25, Theorem 4.2, page no. 71], the function defined by

I(t) = M
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is nondecreasing and g” (ic; exp; ! y) = inf I'(¢) < T'(¢). Therefore, above inequality

>0
becomes
o< 9600 o)
By the geodesic convexity of g, we obtain 0 < g(y) — g(x), that is, g(z) < g(y) for all
y € argmin ©. Hence, T is a solution of the problem (3.14). O

4. VISCOSITY METHOD AND CONVERGENCE RESULTS

Let f : Ml — M be a ¢-contraction mapping and S, T : M — M be nonexpansive
mappings, where ¢ : [0, +00) — [0,+00) is a continuous and nonincreasing function
such that ¢(0) = 0 and ¢(t) < ¢ for all ¢ > 0. We propose the following viscosity
iterative algorithm for finding a solution of the problem (3.1).

Algorithm 4.1. Choose an arbitrary element 21 € M, define sequences {z, },cn and
{Yn}nen by

Yp 1= exps(wn)(l — &) expg(lwn) T(x,), VYnéeN, (4.1)
and

Tyt1 1= €XPy(p (1 — pn) exp;(lmn) Yn, VR €N, (4.2)

where {n nen C (0,1) and {&, }nen C (0,1) are the sequences of positive real num-
bers.

Remark 4.2. If M = H is a Hilbert space, then Algorithm 4.1 reduces to the algo-
rithm considered and studied by Mainge and Moudafi [17] under the assumption that
f is a contraction mapping.

Now we prove the convergence of the sequence generated by Algorithm 4.1 to a
solution of the problem (3.1).

Theorem 4.3. Let f : M — M be a ¢-contraction mapping and S, T : Ml — M be
nonexpansive mappings such that Fix(T) # 0. Let {ptntnen C (0,1) and {&,} nen C
(0,1) be the sequences such that ﬁ—: <0 € (0,400) for alln € N, where o is the same
as in the formulation of the problem (3.1). Assume that the following conditions hold:

(i) lim g, =0;

(ii Z o, = 005
n=1

If 0 < 7 = sup{p(d(xy,a))/d(zn,a) : x, # a,n € N} <1 for all @ € Fix(T), then
(a) the sequence {x,}nen defined by Algorithm 4.1 is bounded,
(b) lim d(zp41,2z,) = 0;
n—oo
(c) the sequence {Tn}nen defined by Algorithm 4.1 converges to a solution of the
problem (3.1).
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Proof. (a) Clearly, from (4.2) and (4.1), 2,41 and y,, are on the geodesics joining y,
and f(x,), and T(z,,) and S(z,,), respectively. Let 4} : [0,1] — M and 42 : [0,1] — M
be the geodesics such that v} (0) = y,, vL(1) = f(x,) and 42(0) = T(z,), ¥2(1) =
S(z,). Therefore, x,,11 = v} (11,) and y, = 72 (&,). Let @ be a solution of the problem
(3.1). Then, a € Fix(T). By Proposition 2.3, we have

d(yn,a) = d(7;(én), a)

< (1= &)d(7(0),@) + &ad (77 (1), a)

= (1 = &)d(T(zn), T(a)) + £.d(S(2n), )

< (1= &n)d(wn, a) + & (d(S(zn), S(a)) + d(S(a), a))

< (1= &n)d(zn,a) + &n(d(zn,a) + d(S(a),a))

= d(xn,a) + £,d(S(a), a) (4.3)

This together with (4.2) implies that

d(Tp41,a) = d(Yn(ptn), @)
(1 — Hn d(’Y’}L(O)7 a) + /’[”ﬂd(/Y’rlL(]')7 (7,)

)
( Mn)d( 7) + Und(f(xn)va')
< (1= pn) (d(zn, @) + £,d(S(a), @) + pn (d(f(20), f(@) +d(f(a),a))
< (1= pn)d(zn, @) + £ud(S(a), @) + pn (#(d(zn, a)) + d(f(a),a))
= (1 ) @) + b)) + i <d<f<a>,a> + £ asa@.a)
(4.4)

Since 0 < 7 = sup{¢(d(zn,a))/d(xn,a) : , # a,n € N} < 1 and ﬁ—’; < ¢ for all
n € N, then it follows from (4.4) that

Aans1,8) < (1= (1 = 7))d(@n, @) + pin (A(f(@),) + 0d(S(a), @)
L (d(r(@).a) + od(5(@), a))}

1—7

< max {d(:rn, a)

1—71

< max {d(a:l, a), —— (d(f(a),a) + 0d(S(a), &))} . (4.5)

Therefore, {z, }nen is bounded, and hence there exists a constant K > 0 such that
d(zn,a) < K. Since p, — 0 as n — 00, {n fnen is bounded. Therefore, there exists
a constant 1 > 0 such that p, <n for all n € N. Thus, From (4.3), we have

d(yn,@) < d(xma) +§n ( (7) d)
— d(z, >+unjz (S(a),a)

< K +nod(S(a),a),
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and therefore, {y, }nen is bounded. Since f is ¢-contraction, and T" and S are non-
expansive mappings, by condition (ii) in Definition 2.9, we have

d(f(zn).a) < d(f(zs), f(a)) +d(f(a),a)
< ¢(d(xn,a)) +d(f(a),a)
< d(xn,a)+d(f(a),a)
< K +d(f(a),a),

d(S(zn), S(a)) +d(S(a),a)
d(zn,a) +d(S(a),a
K +d(S(a),a),

d(S(zn), a)

IANIA A

and
d(T'(zn),a) = d(T(xn), T(a)) < d(zn,a) < K,
which means that the sequences {f(xn)}nen, {S(%n)}nen and {T'(z,)}nen are
bounded.
(b) From convexity of Riemannian distance d, we obtain
(Y, Yn—1) = d(77(En), V-1 (€n—1))
< d(vn(&n)s Tm-1(€n)) + d(vn—1(6n)s V-1 (En-1))
< (1= &)d(77(0),77-1(0)) + &ud (72 (1), 71 (1))
+ [6n = En—1ld(S(zn-1), T(2n-1))
= (1 =&)d(T(zn), T(2n-1)) + End(S(xn), S(zn-1))
+1&n = &n—1ld(S(zn-1), T(2n-1))
< (= &)d(@n, n—1) + &nd(Tn, Tn—1) + &0 — En—1]d(S(Tn-1), T(T5-1))
< d(@n, Tno1) + [€n — En1| K1,
where K is a constant such that Ky = sup{d(S(zn_1),T(zn-1))}. Again by convex-
ity of Riemannian distance d, we have e
d(Tpt1,Tn)
= (v (kn)s Y1 (Hn—1))
< Ay (tn)s Y1 (1)) + d(v -1 (1), V-1 (Bn—1))
< (1= 1)d(7,(0), %—1(0)) + s (1), Y—1 (1)) + litn — p—11d(f (@n—1), yn—1)
= (1= pn)d(yn, yn—1) + pnd(f (@), f (@0 -1)) + [0 — pn-1|d(f (2n-1), yn—-1)
)
)

~— ~—

S ( ,un (d(mn; xnfl) + |£n - £n71|K1) + /~Ln¢(d(1’na$n71)) + |Mn - ,U/n71|K2
< (1 — HUn d(xna mnfl) + Mn(b(d(xnaxnfl) + ‘fn - §n71|K1 + |//fn - Mn71|K27
where K3 is a constant such that Ky = sup{d(f(zn—1),yn—1)}. Since lim ﬁ—" =0,
neN n—oo Fn

we have )
lim 7|§n gnfll = 07

n—o0 l,[,
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and from assumption (iii) we have
. 1
lim —|pn — in—1| = 0.
n—oo Mn

Therefore, from Lemma 2.14, we conclude that

nhﬁngo d(xpy1,Tn) = 0.

(c) We first prove that
1
lim sup {(expg1 S(a), expy * T(x,)) + —(expz* f(a), exp, * yn>} <0,
n—00 (o}

where @ is a solution of the problem (3.1).
Since the sequences {Z, }nen, {yn tnen and {T(x,)}nen are bounded, so is

{ e s@.emr T@) + Sowr® F@hews )}
neN

and hence, its upper limit exists. We may assume a subsequence {2, } jen of {2y, }nen
such that

lim sup {(exp;1 S(a), expg1 T(zy)) + %(expgl f(a), expg1 yn>}

n— oo

— lim {<expa15(d),expa1T(wnj)>+i(expalf(ﬁ),expalym},

j—o0
and z,,, — 2’ for some z’ € M. By convexity of Riemanninan distance d, we have
d(mnﬁrlaynj) = d(%lzj (:“nj)vynj)
< (1= ), (0), Yy ) + pny A3, (1), )
= (1= pn, )A(Yn; s Yn, ) + tin; d(f(@n,); Yn,)
= Mny d(f(xnj)’ ynj)?
and

A(Yn,, T(xn;))

(v, (€n;)s T(n;))
< (1= &,)d(7,(0), T(n,)) + &nyd(rn (1), T(xy,))
= (1= &,)d(T(wn,), T(wn,)) + &n, d(S(2n,), T(xn,))
= €0 (S, ), T(wa,).
Since {yn}tnen, {T(zn)}nen, {S(@n)}neny and {f(x,)}nen are bounded, and so are

{d(f(zn;),yn;) Inen and {d(S(zn,), T(xn,))}nen. Since &, < opp, from condition
(iii), we have &, — 0 as n — oo. Therefore, we have

lim d(2n;41,yn;) =0,
j—o0

and
lim d(yn]"T(xnj)) =0.
j—o0
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Since d(wn;,Yn;) < d(Tn;41,Tn;) +d(Tn;41,Yn; ), We obtain Jlgglo d(%n;,Yn;) = 0, and

therefore,
d(a’, T(@")) < d(@,20,) + A(n,,90,) + Aoy T(@a) + (T (), T,,)) = 0
as j — oo.

This implies that 2’ € Fix(T). Since a is the solution of the problem (3.1), we have

1
<expa1 S(a) + £ expy ! f(@), exps y> <0, VyeFix(T).
g

Since x,,;, — 2’ € Fix(T) and lim d(x,;,yn,), hence, y,, — z’. Therefore,

]—)OO

timsup { (exp 5(a), expy T(a) + ~ (expz” f(a),expz ) }

n—oo

= lim { <expg1 S(a), exp, * T(xnj)> + % <expg1 f(a),exp;?t yn].> }

j—00
1
= <expg1 S(a) + p exp,; ' f(a),exp; ! x'> <0. (4.6)

It follows that there exists a sequence {c¢;, }nen in (0, +00) with lim ¢, = 0 such that
n—oo

{<engl S(a),expy ' T(zn)) + — <expa f(@),exp; ' yn) } <c¢,, VneNl.

Next, we prove that lim d(x,,a) = 0. For each n € N, let p,, = f(x,), p = f(a),

n— oo
dn = Yn, ln = S(x,), I = S(a@) and m,, = T(z,). Consider the geodesic trian-
gles A(mema)a A(p7qnaa)7 A(pnaanp)a A(Z,mn,d), A(lmmma) and A(lnamml)-
Then by Lemma 2.5, there exist comparison triangles A(pl,q.,.a’), A, q,,a’),
Apl,q.,p), A(l',m.,a"), A(ll,,m!  a') and A(ll,,m!,1") such that

d(pn; @) = P = dull,  dlgn, @) = llg, — @'l and  d(py,a) = [|p), — @'l

d(p,a)=|lp' —a@||, d(gn,a)=llq, —a| and d(pn.p)=Ip}, 9],
d(lp,mp) = ||, =myll, d(my,,a) = [lm;, —a'|| and d(ln,a) = |l;, —a'|
and
d(l,a) = lI' =a'|l, d(mn,a) = |m;, —a'| and d(ln,1) = [lI;, =]

Let o and 8 denote the angles at @ in trlangles A(p, gn,a) and A(l My, @), respectively,
and o’ and /3 be the comparlson angles at @’ in triangles A(p', ¢,,a’) and A(l’ mp.,a'),
respectively. Therefore, & < o/ and 8 < ' by Lemma 2.6 (a), and so, cosa’ < cosa
and cos 8’ < cos f3, respectively. Let

:L'/n+1 = an/n + (1 - /Jn)qg and Q% = fnl; + (1 - §n)m/
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be the comparison point of x,1 and y,, respectively. Then by Lemma 2.6 (b), we
have

d2(1:n+1, a)

< Hanrl —a ||

= [lnp}, + (1 = pn) g, — @'|?

= [lpn(py, — @) + (1 = pn)(qr, — @")|1?

= p2 |l =@ 17+ (1= ) llgf, — @|° + 2p (1 = i) (0}, — @, @}, — @)

= i 2 = @I* + (1 = ) llaf, = @11 + 200 (1 = 1) (0, = P 4}, — @)
+ (' —d,q,—a))

<2 ph — a1 + (1= pn)?lla, — @12 + 20 (1= 1) (9 — Pl ), — @
+llp" = a'[[llgy, — @'l cos @)

< pnd*(pn, @) + (1 = p1n)d* (qn, @) + 240 (1 = i) (AP, p)d(gn, @)
+ d(p,a)d(qn,a) cos a)

= o d?(f(@n), @) + (1 = pn)*d*(qn, @) + 240 (1 = pn) (d(f (20), f(@))d(yn, @)
+d(f(a),a)d(yn,a cosa)

< ppd(f(2n),a) + (1 — pn)
+ 20 (1 = pn)d(f(a), @)d(

Since {f(zy)}nen is bounded then we may assume a constant K3 such that

K3 = sup{d®(f(zn),a)}.
neN

2d*(gn, @) + 20 (1 = pn)p(d(@n, @))d(yn, @)
Yn, Q) COS Q.

It follows from (4.3) that
d*(zpi1,0)
< 2K+ (1~ (g 8) + 24in (L ) H(d(n, @) (d(0,3) + E0d(S(a), )
+ 2pn (1 — pn)d(f(a), a)d(yn, a) cos a.
Define a sequence {wy, }nen by wy, = d?(z,,,a). Let
5 = d(S(a),a).
Since
d(f(@),a)d(yn,a)cosa = (exp; " f(a),expy " yn),
we have
w1 < pin Ks + (1= pn)*d?(gn, @) + 20 (1 — pin) p(v/wn) /w0,
+ 20 (1 — pn) (expg ' £(@), expg ' yn) + 2nén(1 — pn)d(Vwn)d.  (4.7)
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Since ¢, := &7, + (1 — &,)m], is the comparison point of y,, and d(¢n,a) = ||q,, —a’||,
then we have

&*(qn,a) = |la, — @'|I?
= [[€alyy + (1 = &n)my, — a'||?
=&l ="+ (1= &)* Im
=&l =@l + (1= &) Im
+ (' —a',m, —a))
<&l —a'l* + (1= &) llm, — @l + 26,(1 = &) (11, = l[m, — @'
=, — ') cos B)
< G d(ln, @) + (1= &n)*d* (i, @) + 260 (1 = &n) (d(ln, Dd (1m0, @)
+d(l,a)d(my, a) cos B)
= &d*(S(an),a) + (1 - §n) “(
+d(S(a),a)d(T (), a) cos B)
< &d*(S(za),a) + (1 - fn) “(
+ d(S(a),a)d(T (zn), a) cos )
= (1= &)d*(wn, @) + 26a(1 — &) (expz ' S(a), expg ' T(xn)) + & d*(S(wn), a).
Since a € Fix(T) and w,, = d*(x,,a),
d(S(a),a)d(T(xy,),a)cos B = <expg1 S(a), expg1 T(xn)> ,
d(zn,a) < K and {S(2,)}nen is bounded, there exists is a constant Ky such that
Ki = sup{d*(S(zn).a)},

—a|® +26,(1 — &) (I, — @, ml, — @)
—a|® +26,(1 - &) (U, — U ml, —a')

:\ 3‘

T( ) El) + 2£n(1 - gn)(d(S(In)v S((Z))d(T(xn),@)

Tn, @ )+2€n(1_§n)< (T, )

and therefore, we have
d*(qn, @) < (1= & )wy + 260 (1 — &) (expzt S(a),expz ' T(wn)) + €1 Ke. (4.8)
This together with inequality (4.7) gives
Wnt < pp B 4 (1= )2 (1= E0)wn + 26, (1 = &) (expz ' S(a), expz ' T(wn))
+ & K1) + 200 (1 — 1) o(v/Wn) v/ + 20 (1 — pn) (expz " f(@), expz " yn)
+ 2pn&n (1 — pn)(v/wn)8. (4.9)
Since 0 < py, &, < 1 and &, < oy, we have
(=) <A =ptn)y pa(l=pn) Sy & <& and & (1—&) <&
Therefore,
Wt < K 4 (1= ) wy + 6 K + 20, (expg ' S(@), expg ' T(an))
+ 201 (/W )Wy + 24 (expg [ (@), expg ! Yn) + 2innd(v/10n)0
— (1= )W + 2 ST + B2 + E2K + 20 + 2innd(y/ )0,
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Thus, we have

Wpy1 < (1 - ,Un)wn + ,Udn¢(wn) +Bn, VneN,

where 3, = p2 K3 + 2Ky + 201,60 + 210 nd (/W) and ¥ (t) = 2v/tp(v/t). Since
wy, = d*(r,,a) < K? and ¢ is nondecreasing, we have ¢(,/w,) < ¢(K?). Therefore,

Bn .

= < pupKs+ 2Ky + 20¢, + 2£,0(K)0.
Since lim ¢, =0and ¢, = i—",un — 0 as n — oo because of assumptions (i) and (iii),
n—oo n
by conditions (i) - (iii), we have
lim Bn =0.
n—oo /,[,n
Hence by Lemma 2.14, {x,, },en converges to a. O

Remark 4.4. In the absence of the projection mapping and by using the properties
of geodesic convexity, the above algorithm and convergence result improve and extend
the corresponding results in [30, 18, 17, 28, 29] from linear space setting to nonlinear
spaces, more precisely, to Hadamard manifolds.

If S = I the identity mapping, then we have the following result.

Corollary 4.5. Let f : M — M be a ¢-contraction mapping and T : M — M be a
nonezpansive mapping such that Fix(T) # 0. Let {pn}nen € (0,1) and {&y}nen C
(0,1) be the sequences such that the conditions (i) - (iv) of Theorem 4.3 hold. If
0 < 7 =sup{¢(d(zn,a))/d(xn,a) : z, # a,n € N} < 1 for all a € Fix(T), then the
sequence {xy, nen defined by
Yn = exp, (1 —¢&) exp;ﬂ1 T(z,), VneN,

and

Tn41 = expf(xn)(]- — Hn) eXp;(lmn) Yn, VN EN,
converges to a solution of the problem (3.2).

From the above result, we can easily derive the following result related to the
monotone inclusion problem.

Corollary 4.6. Let f : M — M be a ¢-contraction mapping and V € X (M) be a
monotone set-valued vector field such that V=1(0) # 0. Let {itn}nen C (0,1) and
{&}nen C (0,1) be a sequence such that conditions (i) - (iv) of Theorem 4.3 hold. If

0 < 7 =sup{d(d(zn,a))/d(zn,a) : v, # a,n € N} <1 for all a € V=1(0), then

(a) for A >0, the sequence {xp tnen defined by
Yn = exp, (1 —E&,) exp;n1 RY(xn), Vn € N, (4.10)
and

Tnt1 1= €XPy(y,) (1 — fin) exp]?(lwn) Yn, YN EN, (4.11)

is bounded;
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(b) lim d(xpt1,zn) =0;
n—oo

(c) the sequence {xy}nen defined by (4.11) converges to a solution of the problem
(3.6).

In view of Proposition 3.9 and Proposition 3.10, and by taking S = I identity
mapping in Theorem 4.3, we get following consequences of Corollary 4.5.

Corollary 4.7. Let G : M — R be a geodesic conver function on a Hadamard manifold
M defined by (3.9) and T : M — M be a nonezpansive mapping such that Fix(T) # 0.
Let {pin tnen C (0,1) and {&, tnen C (0,1) be the sequences such that the conditions (i)
- (iv) of Theorem 4.3 hold. If 0 < 7 = sup{¢p(d(xy,a))/d(zn,a) : x, # a,n € N} <1
for all a € Fix(T). Then the sequence {x,}nen defined by

Yn = exp, (1 —¢&) expg[fn1 T(z,), VneN,
and
Tyt i= expf(xn)(l — pn) exp;(lxn) Yn, VY €N,
converges to a solution of the problem (3.8).
Corollary 4.8. Let © : M — (—o00,400]| be a proper, lower semicontinuous and
geodesic convex function and g : M — R be a geodesic convex and differentiable
function such that Vg = —exp ' f, and argmin © # () and a nonezpansive mapping
T : M — M be defined by (3.13) such that Fix(T) # 0. Let {pn}nen C (0,1) and
{&n}nen C (0,1) be the sequences such that the conditions (i) - (iv) of Theorem 4.3
hold. If 0 < 7 = sup{¢(d(zp,a))/d(zn,a) : x, # a,n € N} < 1 for all a € Fix(T).
Then the sequence {p, }nen defined by
Yn = exp, (1 —&) exp;n1 T(x,), VYneN,
and
Tn41 = expf(:cn)(]- — Hn) eXp;(lmn) Yn, VR EN,

converges to a solution of the problem (3.14).

5. NUMERICAL EXAMPLE

Example 5.1. Let M = (R3, (-,-)) be a Hadamard manifold with Riemannian metric
(u,v) == u' G(x)v for all u,v € T,M and all x = (z1, 79, 73) € M, where G(z) is a
3 x 3 matrix defined by

1 0 0
G(r):=|0 1+422 —225|, VzeM
0 721‘2 1

Define a mapping ® : R? — M on the Euclidean space R3 by
O(z) == (371,962,35% - 963) , Vo= (r1,22,23) € R?.
Then it is an isometry and its inverse ® ! is given by

o (z) = (xl,mg,xg - xg) , Vo= (x1,20,23) € ML
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The Riemannian distance between for any x and y in M is defined by
2
= Z(l‘z —y)’+ (a3 —ws —ys +y3)®. (5.1)

i=1

_ _ 2
d*(z,y) = [|@7H(z) — 27 (y)|
For further details, see [10]. The geodesic joining the points v(0) =  and (1) = y is

V() := (n(t),72(t),73(t), vt €[0,1], (5.2)
where v;(t) = 2; + t(y; — ;) for all i = 1,2 and

V3(t) = w3 + t((ys — m3) — 2(y2 — 2)%) + 267 (32 — w2)”.
Let B:(0,1) — R3 be a geodesic on R? define by
Bt)=vt+x
for all v = (vy,v9,v3),2 = (21,72, 23) € R3 such that 3(0) = z and 8'(0) = v. Since
® is an isometry between R? and M, ® preserves the geodesics between R? and M,
i.e., B is a geodesic in R? if and only if v = ® o 3 is a geodesic in M (For details, see
[10, 11, 23]). Then v = ® o 3 is given by
V(1) = (wi(t), wa(t), ws(t)),
where w;(t) = x; + v;t for all i = 1,2 and
w3(t) = x3 + vt + vt

such that v(0) = x € R? and /(0) = v = (v1,va,v3). Clearly, exp, (tv) = (t).
To obtain the inverse exponential mapping, we may write

-1
exp, 'y
Y = exp, <d(x,y) (. 9) ) Va,y € M.

Therefore, after simplifying, we get
expy 'y = (y1 — 21,y2 — T2,Y3 — T3 — (y2 — 22)?).
Define a mapping
f(z) = (21/2,22/2,23/2 + x2/2), Vo € M.

It clear that f is a ¢-contraction mapping with a continuous function ¢(t) =
We define two nonexpansive mappings S and T" by

S(z) = (—x1,29,23) and T(x) = (—z1,—x9,23), Vr & M.
Then Fix(S) = {(x1,z2,23) € M : 21 =0} and
Fix(T) = {(z1,22,23) € M : 2y = 29 = 0}.

Therefore, the solution set of problem (3.1) is S = {(0,0,0)}.
Indeed, choose z = (0,0, p) € Fix(T) and for any y = (0,0, q) € Fix(T"), we have

exp; ' f(a) = (0,0,p/2), exp; ' S(a) = (0,0,0) and exp; 'y = (0,0,q — p),

1
1t.

and

G(a) :=

O O =
o~ O
—_ o O
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Hence, for o > 0, we have

1
(exoz @)+ L expg fl@)exviv) = & (4 5) =0, Yy € Fix(T)
& p=0.
Under the above constructions, Algorithm 4.2 has the following form:

x"-l-l:’)/'rlz(l_,un)a V’l’lGN

where v (0) = f(xn) = (an/2,bn/2,¢/2 + b2/2) and y1(1)
such that 72(0) = T(z,) = (=an, —bn,cn), 12(1) = S(z,) =
ZTp = (Gp, by, cn) € M and all n € N.

Let pt, = L and &, = 5. Then clearly p, and &, satisfy the condition (i)-(iv) of
Theorem 4.3. Therefore, form (5.2), we get

Yn = (— an,bn(an - 1),cn "‘4525121(232 — 1)),

= = 7721 (1 - €n)
( ns b, ¢ ) for all

Tp+1 = (a2n( 3t ) b (1 +tn(4sn _3))7

cn /2462 /2+tn((cn/2 + b1 (83 — 123,% + 168, — 17/2) + 8b2t2 (s, — 1)2))),
where s,, = 1-¢, and ¢,, = 1— p,,. By initial choice z; = (0,0, 1), we get the following
table of the convergence and graph of the error term d(x,41,,) of Theorem 4.2 by

using GNU Octave program version 4.2.2-1ubuntul and performed on a PC desktop
Intel(R) Core(TM) i5-5200U CPU @ 2.20 GHz, RAM 2.00 GB.

n T error term d(Zp41,%n)
1 (0,0,1.0000000000000000)
2 (0,0,0.5000000000000000) 0.25
3 (0,0,0.3750000000000000) 0.15625
4 (0,0,0.3125000000000000) 3.90x1073
5 (0,0,0.2734375000000000) 1.52x1073
6  (0,0,0.2460937500000000) 7.47x1074
7 (0,0,0.2255859375000000) 4.20x1074
8 (0,0,0.2094726562500000) 2.59x10~*
9 (0,0,0.1963806152343750) 1.71x1074
10 (0,0,0.1854705810546875) 1.19x104
11 (0,0,0.1761970520019531) 8.59x107°
12 (0,0,0.1681880950927734) 6.41x107°
( ) 4.91x107°

0,0,0.1611802577972412
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