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1. Introduction

The viscosity method for solving variational inequalities was first introduced by Moudafi [18] in the setting of Hilbert spaces which is further extended by Xu [29] in the frame work of uniformly smooth Banach spaces. In the viscosity method, Moudafi [18] and Xu [29] considered a contraction mapping which is involved in the formulation of the variational inequality. Several researchers replaced contraction mapping by some weak form of contraction mappings, namely, pseudo-contraction mapping, weakly contraction mapping and developed the viscosity method for solving variational inequalities defined over the set of fixed points of a nonexpansive mapping.
in the setting of Hilbert spaces or Banach spaces, see, e.g., [18, 17, 29, 28, 30, 27] and the references therein.

During the last decades, the study of variational inequalities, variational inclusions and optimization problems over manifolds is emerged as promising, interesting and hot topic for researchers, see, e.g., [2, 3, 4, 5, 7, 9, 10, 12, 13, 14, 15, 16, 19, 20, 21, 22, 25, 11] and the references therein. Recently, Huang [13] extended viscosity method with a weak contraction mapping for solving variational inequalities in the setting of Hadamard manifolds and discussed its convergence criterion.

The main purpose of this work is to give a viscosity method with a \( \phi \)-contraction mapping for solving variational inequalities defined over the set of fixed points of a nonexpansive mapping in the setting of Hadamard manifolds.

The following paper is organized as follows: In the next section, we collect several basic definitions, terminologies and results from manifolds which are needed in the sequel. In Section 3, we give the formulation of a variational inequality problem defined over the set of fixed points of a nonexpansive mapping and involving a \( \phi \)-contraction mapping and another nonexpansive mapping in the setting of Hadamard manifolds. Several special cases, namely, variational inequality problems defined over the set of zeros of a set-valued monotone vector field, Moreau-Yosida regularization problems of our variational inequality problem are also considered. Section 4 proposes a viscosity method for solving considered variational inequality problem and studies convergence analysis of the proposed method. Several special cases are also discussed. In the last section, we illustrate the proposed viscosity method and convergence result by a numerical example. The algorithms and results of the paper extended and improve several known results from the setting of linear structure to Hadamard manifolds.

2. Preliminaries

In this section, we recall some known notions, definitions and results from manifold, which can be found in any standard book on manifolds, see, e.g., [23, 11, 25].

Let \( M \) be a finite dimensional differentiable manifold. For each \( x \in M \), let \( T_x M \) be the tangent space at \( x \), which is a real vector space of the same dimension as \( M \). The collection of all tangent spaces on \( M \) is called a tangent bundle and it is denoted by \( TM \). A single-valued vector field on a manifold \( M \) is a \( C^\infty \) mapping \( A : M \to TM \) such that for each \( x \in M \), it assigns a tangent vector \( A(x) \in T_x M \). A smooth mapping \( \langle \cdot, \cdot \rangle : TM \times TM \to \mathbb{R} \) is said to be a Riemannian metric on \( M \) if \( \langle \cdot, \cdot \rangle_x : T_x M \times T_x M \to \mathbb{R} \) is an inner product for all \( x \in M \). We denote by \( \| \cdot \|_x \) the corresponding norm to the inner product \( \langle \cdot, \cdot \rangle_x \) on \( T_x M \). We omit the subscript \( x \) if no confusion arises. A differentiable manifold \( M \) endowed with a Riemannian metric \( \langle \cdot, \cdot \rangle \) is called a Riemannian manifold.

The length of a piecewise smooth curve \( \gamma : [a,b] \to M \) joining \( x = \gamma(a) \) to \( y = \gamma(b) \) in \( M \) is given by

\[
L(\gamma) = \int_a^b \| \dot{\gamma}(t) \| dt,
\]
where $\dot{\gamma}(t)$ denotes the tangent vector at $\gamma(t)$ in the tangent space $T_{\gamma(t)}M$. The minimal length of all such curves joining $x$ to $y$ is called a Riemannian distance and it is denoted by $d(x, y)$.

Let $\nabla$ be the Levi-Civita connection associated with the Riemannian manifold $M$. A smooth vector field $X$ along $\gamma$ is said to be parallel if $\nabla_{\dot{\gamma}(t)}X = 0$, where $0$ denotes the zero tangent vector. If $\dot{\gamma}$ is parallel along $\gamma$, i.e., $\nabla_{\dot{\gamma}(t)}\dot{\gamma}(t) = 0$, then $\gamma$ is said to be a geodesic and in this case $\|\dot{\gamma}(t)\|$ is a constant. In addition, if $\|\dot{\gamma}(t)\| = 1$, then $\gamma$ is called a normalized geodesic. A geodesic joining $x$ to $y$ in a Riemannian manifold $M$ is said to be a minimal geodesic if its length is equal to $d(x, y)$.

A Riemannian manifold $M$ is said to be complete if for any $x \in M$, all geodesics emanating from $x$ are defined for all $t \in \mathbb{R}$. By Hopf-Rinow Theorem [23], any pair of points in a complete Riemannian manifold $M$ can be joined by a minimal geodesic; moreover, $(M, d)$ is a complete metric space. If $M$ is a complete Riemannian manifold, then the exponential mapping $\exp_x : T_xM \to M$ at $x \in M$ is defined by

$$\exp_x v = \gamma_v(1; x), \quad \forall v \in T_xM,$$

where $\gamma_v(\cdot; x)$ is the geodesic starting from $x$ with velocity $v$, i.e., $\gamma_v(0; x) = x$ and $\dot{\gamma}_v(0; x) = v$. It is known that $\exp_x tv = \gamma_v(t; x)$ for any real number $t$, and $\exp_x 0 = \gamma_v(0; x) = x$. Note that the exponential mapping $\exp_x$ is differentiable on $T_xM$ for any $x \in M$. It is well-known that the derivative $D\exp_x(0)$ of $\exp_x(0)$ is equal to the identity vector of $T_xM$. Therefore, by the inverse mapping theorem, there exists an inverse exponential mapping $\exp_x^{-1} : M \to T_xM$. Moreover, for any $x, y \in M$, we have $d(x, y) = \|\exp_x^{-1} y\|$. For further details, we refer to [23].

A complete simply connected Riemannian manifold with nonpositive sectional curvature is called a Hadamard manifold.

The rest of the paper, unless otherwise specified, we assume that $M$ is a finite dimensional Hadamard manifold.

Li et al. [14] derived some properties of the exponential mapping in the setting of Hadamard manifolds.

**Lemma 2.1.** [14] Let $\{x_n\}_{n \in \mathbb{N}}$ be a sequence in a Hadamard manifold $M$ such that $x_n \to \bar{x} \in M$. Then the following assertions hold.

(a) For any $y \in M$, we have

$$\exp_x^{-1} y \to \exp_x^{-1} y$$

and

$$\exp_y^{-1} x_n \to \exp_y^{-1} \bar{x}.$$

(b) If $u_n \in T_{x_n}M$ and $u_n \to \bar{u}$, then $\bar{u} \in T_{\bar{x}}M$.

(c) Given $u_n, v_n \in T_{x_n}M$ and $\bar{u}, \bar{v} \in T_{\bar{x}}M$, if $u_n \to \bar{u}$ and $v_n \to \bar{v}$, then

$$\langle u_n, v_n \rangle \to \langle \bar{u}, \bar{v} \rangle.$$

**Proposition 2.2.** [23] For any $x$ in a Hadamard manifold $M$, the exponential mapping $\exp_x : T_xM \to M$ is a diffeomorphism, and for any two points $x, y \in M$, there exists a unique normalized geodesic $\gamma : [0, 1] \to M$ joining $x = \gamma(0)$ to $y = \gamma(1)$ which is in fact a minimal geodesic defined by

$$\gamma(t) = \exp_x t \exp_x^{-1} y, \quad \forall t \in [0, 1].$$
A subset $C$ of a Riemannian manifold $\mathcal{M}$ is said to be geodesic convex if for any two points $x$ and $y$ in $C$, any geodesic joining $x$ to $y$ is contained in $C$, i.e., if for all $a, b \in \mathbb{R}$, $\gamma : [a, b] \to \mathcal{M}$ is a geodesic such that $x = \gamma(a)$ and $y = \gamma(b)$, then $\gamma(at + (1 - t)b) \in C$ for all $t \in [0, 1]$.

A function $f : \mathcal{M} \to \mathbb{R}$ is said to be geodesic convex if for any geodesic $\gamma : [a, b] \to \mathcal{M}$, the composition function $f \circ \gamma : [a, b] \to \mathbb{R}$ is convex, that is,

$$(f \circ \gamma)(at + (1 - t)b) \leq t(f \circ \gamma)(a) + (1 - t)(f \circ \gamma)(b), \quad \forall t \in [0, 1] \text{ and } \forall a, b \in \mathbb{R}.$$  

**Proposition 2.3.** [23] The Riemannian distance $d : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ is a geodesic convex function with respect to the product Riemannian metric, i.e., for any pair of geodesics $\gamma_1 : [0, 1] \to \mathcal{M}$ and $\gamma_2 : [0, 1] \to \mathcal{M}$,

$$d(\gamma_1(t), \gamma_2(t)) \leq (1 - t)d(\gamma_1(0), \gamma_2(0)) + td(\gamma_1(1), \gamma_2(1)), \quad \forall t \in [0, 1].$$

In particular, for each $x \in \mathcal{M}$, the function $d(\cdot, x) : \mathcal{M} \to \mathbb{R}$ is a geodesic convex function.

We now mention some geometric properties of finite dimensional Hadamard manifold $\mathcal{M}$ which are similar to the setting of Euclidean space $\mathbb{R}^n$.

A geodesic triangle $\Delta(x_1, x_2, x_3)$ in a Riemannian manifold $\mathcal{M}$ is a set consisting of three points $x_1, x_2$ and $x_3$, and three minimal geodesics $\gamma_i$ joining $x_i$ to $x_{i+1}$, where $i = 1, 2, 3$ (mod 3).

**Proposition 2.4.** [23] Let $\Delta(x_1, x_2, x_3)$ be a geodesic triangle in a Hadamard manifold $\mathcal{M}$. For each $i = 1, 2, 3$ (mod 3), let $\gamma_i : [0, l_i] \to \mathcal{M}$ be the geodesic joining $x_i$ to $x_{i+1}$, $l_i = L(\gamma_i)$ and $\alpha_i$ be the angle between tangent vectors $\dot{\gamma}_i(0)$ and $-\dot{\gamma}_{i-1}(l_{i-1})$.

Then

(a) $\alpha_1 + \alpha_2 + \alpha_3 \leq \pi$;

(b) $l_i^2 + l_{i+1}^2 - 2l_i l_{i+1} \cos \alpha_i \leq l_{i-1}^2$.

As in [14], Proposition 2.4 (b) can be written in terms of Riemannian distance and exponential mapping as

$$d^2(x_i, x_{i+1}) + d^2(x_{i+1}, x_{i+2}) - 2\langle \exp_{x_{i+1}}^{-1} x_i, \exp_{x_{i+2}}^{-1} x_{i+2} \rangle \leq d^2(x_{i-1}, x_i), \quad (2.1)$$

since

$$\langle \exp_{x_{i+1}}^{-1} x_i, \exp_{x_{i+2}}^{-1} x_{i+2} \rangle = d(x_i, x_{i+1})d(x_{i+1}, x_{i+2}) \cos \alpha_{i+1}.$$  

For further details, we refer to [12].

**Lemma 2.5.** [7, p. 24] (see also [15]) Let $\Delta(x, y, z)$ be a geodesic triangle in a Hadamard manifold $\mathcal{M}$. Then there exists $x', y', z' \in \mathbb{R}^2$ such that

$$d(x, y) = \|x' - y'\|, \quad d(y, z) = \|y' - z'\| \quad \text{and} \quad d(x, z) = \|x' - z'\|.$$  

The triangle $\Delta(x', y', z')$ is called the comparison triangle of the geodesic triangle $\Delta(x, y, z)$, which is unique up to isometry of $\mathcal{M}$. The points $x', y', z'$ are called comparison points to the points $x, y, z$, respectively.

**Lemma 2.6.** [15] Let $\Delta(x, y, z)$ be a geodesic triangle in a Hadamard manifold $\mathcal{M}$ and $\Delta(x', y', z')$ be its comparison triangle.
(a) Let $\alpha_1, \alpha_2, \alpha_3$ (respectively, $\alpha'_1, \alpha'_2, \alpha'_3$) be the angles of $\Delta(x, y, z)$ (respectively, $\Delta(x', y', z')$) at the vertices $x, y, z$ (respectively, $x', y', z'$). Then
\[ \alpha'_1 \geq \alpha_1, \quad \alpha'_2 \geq \alpha_2 \quad \text{and} \quad \alpha'_3 \geq \alpha_3. \]

(b) Let $w$ be a point on the geodesic joining $x$ to $y$ and $w'$ its comparison point in the interval $[x', y']$. If $d(w, x) = \|w' - x\|$ and $d(w, y) = \|w' - y\|$, then $d(w, z) \leq \|w' - z\|$.

The projection of a point $x \in M$ onto a closed geodesic convex subset $C$ of a Hadamard manifold $M$ is defined by
\[ P_C(x) = \{ z \in C : d(x, z) \leq d(x, y), \forall y \in C \}. \]

**Proposition 2.7.** [26] Let $C$ be a closed geodesic convex subset of a Hadamard manifold $M$. Then for any $x \in M$, $P_C(x)$ is a singleton set. Also, for any point $x \in M$, the following assertions are equivalent:

(a) $y = P_C(x)$;

(b) $\langle \exp^{-1}x, \exp^{-1}y \rangle \leq 0, \forall z \in C$.

**Definition 2.8.** [16] A mapping $T : M \to M$ is said to be firmly nonexpansive if for any $x, y \in M$, the function $\phi : [0, 1] \to [0, +\infty)$ defined by
\[ \phi(t) := d(\exp_x t \exp_x^{-1} T(x), \exp_y t \exp_y^{-1} T(y)), \; \forall t \in [0, 1], \]
is nonincreasing.

Li et al. [16] proved that every firmly nonexpansive mapping is nonexpansive.

**Definition 2.9.** A mapping $f : M \to M$ is said to be $\phi$-contraction [6] if
\[ d(f(x), f(y)) \leq \phi(d(x, y)), \quad \forall x, y \in M, \]
where $\phi : [0, +\infty) \to [0, +\infty)$ is a function that satisfies the following conditions:

(i) $\phi(t) < t$ for all $t > 0$;

(ii) $\phi$ is continuous.

**Remark 2.10.**

(a) $\phi(t) = \frac{t}{1+t}$ for all $t \geq 0$ satisfies the conditions (i) - (ii).

(b) If $\phi(t) = kt$ for all $t \geq 0$, where $k \in (0, 1)$, then $f$ is a contraction mapping with Lipschitz constant $k$.

(c) Note that $\phi$-contraction mappings are nonexpansive.

Note that the $\phi$-contraction mappings were first introduced by Boyd and Wong [6]. They discussed the existence of a unique fixed point of a $\phi$-contraction mapping in the setting of a complete metric space.

**Theorem 2.11.** [6, Theorem 1] Let $(X, d)$ be a complete metric space and $f : X \to X$ be a $\phi$-contraction mapping, where $\phi$ is upper semicontinuous and satisfies $\phi(t) < t$ for all $t > 0$. Then $f$ has a unique fixed point.
Lemma 2.12. [1] Let \( \{\mu_n\}_{n \in \mathbb{N}} \) and \( \{\beta_n\}_{n \in \mathbb{N}} \) be two sequences of positive real numbers such that \( \lim_{n \to \infty} \frac{\beta_n}{\mu_n} = 0 \) and \( \sum_{n=1}^{\infty} \mu_n = +\infty \). Let \( \{w_n\}_{n \in \mathbb{N}} \) be a sequence of positive real numbers satisfying the recursive inequality:
\[ w_{n+1} \leq w_n - \mu_n \psi(w_n) + \beta_n, \quad \forall n \in \mathbb{N}, \]
where \( \psi : [0, +\infty) \to [0, +\infty) \) is a continuous and nondecreasing function such that \( \psi(0) = 0 \) and \( \psi(s) > 0 \) for all \( s > 0 \). Then \( \lim_{n \to \infty} w_n = 0 \).

Remark 2.13. Let \( \phi : [0, +\infty) \to [0, +\infty) \) be a continuous and nonincreasing function such that \( \phi(0) = 0 \) and \( \phi(t) < t \) for all \( t > 0 \). Then the function \( \psi : [0, +\infty) \to [0, +\infty) \) defined by
\[ \psi(t) = t - \phi(t), \quad \forall t \geq 0, \quad (2.2) \]
is continuous and nondecreasing such that \( \psi(0) = 0 \) and \( \psi(t) > 0 \) for all \( t > 0 \).

Indeed, the continuity of \( \psi \) follows from (2.2) and continuity of \( \phi \). Also, \( \phi(0) = 0 \) implies \( \psi(0) = 0 \) and \( \phi(t) < t \) gives \( \psi(t) > 0 \) for all \( t > 0 \). Furthermore, since \( \phi \) is nonincreasing, for any \( t_1 \leq t_2 \), we have \( -\phi(t_1) \leq -\phi(t_2) \). Therefore, \( t_1 - \phi(t_1) \leq t_2 - \phi(t_2) \), and hence, \( \psi(t_1) \leq \psi(t_2) \). This confirms that \( \psi \) is nondecreasing.

Therefore, by replacing the function \( \psi(t) = t - \phi(t) \) in Lemma 2.12, we obtain the following result.

Lemma 2.14. Let \( \{\mu_n\}_{n \in \mathbb{N}} \) and \( \{\beta_n\}_{n \in \mathbb{N}} \) be two sequences of positive real numbers such that \( \lim_{n \to \infty} \frac{\beta_n}{\mu_n} = 0 \) and \( \sum_{n=1}^{\infty} \mu_n = +\infty \). Let \( \{w_n\}_{n \in \mathbb{N}} \) be a sequence of positive real numbers satisfying the recursive inequality:
\[ w_{n+1} \leq (1 - \mu_n)w_n + \mu_n \phi(w_n) + \beta_n, \quad \forall n \in \mathbb{N}, \quad (2.3) \]
where \( \phi : [0, +\infty) \to [0, +\infty) \) is a continuous and nonincreasing function such that \( \phi(0) = 0 \) and \( \phi(s) < s \) for all \( s > 0 \). Then \( \lim_{n \to \infty} w_n = 0 \).

Proof. Let \( \psi(t) = t - \phi(t) \), then by Remark 2.13, all the assumptions of Lemma 2.12 are satisfied. Therefore, from (2.3), we have
\[ w_{n+1} \leq w_n - \mu_n \psi(w_n) + \beta_n, \quad \forall n \in \mathbb{N}, \]
which implies from Lemma 2.12 that \( \lim_{n \to \infty} w_n = 0 \). \( \square \)

3. Formulation of problems

Throughout the paper, we denote by \( \Omega(\mathcal{M}) \) the set of all single-valued vector fields \( A : \mathcal{M} \to \mathcal{T}\mathcal{M} \) such that \( A(x) \in T_x\mathcal{M} \) for each \( x \in \mathcal{M} \).

Definition 3.1. [20] A single-valued vector field \( A \in \Omega(\mathcal{M}) \) is said to be monotone if
\[ \langle A(x), \exp_{y}^{-1} y \rangle \leq \langle A(y), -\exp_{y}^{-1} x \rangle, \quad \forall x, y \in \mathcal{M}. \]

Let \( \mathcal{A}(\mathcal{M}) \) be the set of all set-valued vector fields \( V : \mathcal{M} \rightrightarrows \mathcal{T}\mathcal{M} \) such that \( V(x) \subseteq T_x\mathcal{M} \) for each \( x \in \mathcal{M} \). The domain \( D(V) \) of \( V \) is defined by
\[ D(V) = \{ x \in \mathcal{M} : V(x) \neq \emptyset \}. \]
Definition 3.2. [19] Let $T : M \rightarrow M$ be a set-valued mapping. The complementary vector field $V \in \mathcal{X}(M)$ of $T$ is defined by

$$V(x) = -\exp_x^{-1} T(x), \quad \forall x \in M,$$

where $\exp_x^{-1} T(x) = \{\exp_x^{-1} y \in T \cdot M : y \in T(x)\}$ for all $x \in M$.

Theorem 3.3. [19] If $T : M \rightarrow M$ is a nonexpansive mapping, then its complementary vector field $V$ is monotone.

We now recall the definition of resolvent associated with a set-valued vector field and some of its well-known properties.

Definition 3.4. [16] For a given $\mu > 0$ and a set-valued vector field $V \in \mathcal{X}(M)$, the resolvent of the vector field $V$ of order $\mu$ is a set-valued mapping $R^V_\mu : M \Rightarrow D(V)$ defined by

$$R^V_\mu(x) := \{z \in M : x \in \exp_z \mu V(z)\}, \quad \forall x \in M.$$

Remark 3.5. [16] For $\mu > 0$, the range of resolvent $R^V_\mu$ is contained in the domain of $V$ and

$$\text{Fix}(R^V_\mu) = V^{-1}(0).$$

Definition 3.6. [9] A set-valued vector field $V \in \mathcal{X}(M)$ is said to be monotone if for any $x, y \in D(V)$,

$$\langle u, \exp_x^{-1} y \rangle \leq \langle v, -\exp_y^{-1} x \rangle, \quad \forall u \in V(x) \text{ and } \forall v \in V(y).$$

Lemma 3.7. [16] A set-valued vector field $V \in \mathcal{X}(M)$ is monotone if and only if $R^V_\mu$ is single-valued and firmly nonexpansive.

Let $M$ be a Hadamard manifold, $f : M \rightarrow M$ be a $\phi$-contraction mapping and $S, T : M \rightarrow M$ be nonexpansive mappings with $\text{Fix}(T) \neq \emptyset$, where $\text{Fix}(T)$ denotes the set of all fixed points of $T$. We consider the following variational inequality problem associated with $f, T, S$ and $\text{Fix}(T)$: Find $\bar{x} \in \text{Fix}(T)$ such that

$$\left\langle \exp_x^{-1} S(\bar{x}) + \frac{1}{\sigma} \exp_x^{-1} f(\bar{x}), \exp_x^{-1} x \right\rangle \leq 0, \quad \forall x \in \text{Fix}(T),$$

where $\sigma \in (0, +\infty)$. We denote by $S$ the solution set of the problem (3.1). It is considered and studied by Yao et al. [30] in the framework of Hilbert spaces by considering $f$ to be contraction and $S, T$ to be nonexpansive. In particular, if $S \equiv I$ the identity mapping, then problem (3.1) becomes the following problem:

Find $\bar{x} \in \text{Fix}(T)$ such that $\langle \exp_x^{-1} f(\bar{x}), \exp_x^{-1} x \rangle \leq 0, \quad \forall x \in \text{Fix}(T).$ (3.2)

Moudafi [18] considered and studied problem (3.2) in the framework of Hilbert spaces, and introduced the viscosity approximation method for finding its solution where $f$ is a contraction mapping. Later, Xu [28] considered $f$ to be a nonexpansive mapping and extended the work of Moudafi [18] in the setting of uniformly smooth Banach spaces.
Since $T$ is nonexpansive, by [2], Fix($T$) is a closed and geodesic convex subset of the Hadamard manifold $M$. If Fix($T$) $\neq \emptyset$, then by Proposition 2.7, problem (3.2) can be equivalently written as the following fixed point problem:

$$\text{Find } \bar{x} \in \text{Fix}(T) \text{ such that } \bar{x} = P_{\text{Fix}(T)} f(\bar{x}),$$  

(3.3)

where $P_{\text{Fix}(T)}$ is the metric projection onto the closed geodesic convex set Fix($T$) in the Hadamard manifold $M$.

Moreover, if $f \equiv I$ the identity mapping, then the problem (3.1) reduces to following variational inequality problem involving nonexpansive mappings $T$ and $S$:

$$\text{Find } \bar{x} \in \text{Fix}(T) \text{ such that } \langle \log \exp^{-1} \bar{x}, \exp^{-1} x \rangle \leq 0, \quad \forall x \in \text{Fix}(T).$$  

(3.4)

Since Fix($T$) is nonempty closed and geodesic convex, again by using Proposition 2.7, problem (3.4) is equivalently written as the following fixed point problem:

$$\text{Find } \bar{x} \in \text{Fix}(T) \text{ such that } \bar{x} = P_{\text{Fix}(T)} S(\bar{x}).$$  

(3.5)

We also consider the following special cases of the problem (3.2).

**Variational inequality problem over the set of zeros of a set-valued monotone vector field:** Let $V : M \rightrightarrows T M$ be a monotone set-valued vector field. By Lemma 3.7, $R^V_{\lambda}$ is single-valued, and by Remark 3.5, $V^{-1}(0) = \text{Fix}(R^V_{\lambda})$ for all $\lambda > 0$. By considering Fix($T$) = $V^{-1}(0)$ in problem (3.2), we get the following variational inequality problem over the set of zeros of a set-valued monotone vector field:

$$\text{Find } \bar{x} \in V^{-1}(0) \text{ such that } \langle \log \exp^{-1} \bar{x}, \exp^{-1} y \rangle \leq 0, \quad \forall y \in V^{-1}(0).$$  

(3.6)

**Hierarchical minimization problem:** Let $G : M \rightarrow (-\infty, +\infty]$ be a proper, lower semicontinuous and geodesic convex function on a Hadamard manifold $M$. The domain of the function $G$, denoted by $D(G)$, is defined by

$$D(G) := \{ x \in M : G(x) \neq +\infty \}.$$  

The directional derivative of the function $G$ at $x$ in direction $u \in T_x M$ is given by

$$G^D(x; u) := \lim_{t \rightarrow 0^+} \frac{G(\exp_x tu) - G(x)}{t}.$$  

The gradient $\nabla G$ of $G$ at $x \in M$ [11] is defined by $\langle \nabla G(x), u \rangle := G^D(x; u)$ for all $u \in T_x M$. It is well known [25] that

$$\bar{x} \in \text{argmin}_{x \in M} G(x) \iff \nabla G(\bar{x}) = 0,$$  

(3.7)

where $\text{argmin}_{x \in M} G(x) = \{ x \in M : G(x) \leq G(y), \forall y \in M \}$ is a set of minimizers of $G$.

**Proposition 3.8.** [22] Let $M$ be a Riemannian manifold and $G : M \rightarrow \mathbb{R}$ be a differentiable function. Then $G$ is geodesic convex if and only if $\nabla G$ is a monotone vector field.

The hierarchical minimization problem is to find $\bar{x} \in \text{Fix}(T)$ such that

$$\bar{x} \in \text{argmin}_{x \in \text{Fix}(T)} G(x).$$  

(3.8)
Let $f(z) = u$ for some $u \in M$ and for all $z \in \text{Fix}(T)$ and define the objective function $G$ by
\[
G(x) := \frac{1}{2}d^2(u, x), \quad \forall x \in M,
\]
where $f : M \rightarrow M$ is a $\phi$-contraction mapping. Note that $G$ is geodesic convex by Proposition 2.3.

**Proposition 3.9.** The element $\bar{x}$ is a solution of problem (3.2) if and only if it is a solution of the following hierarchical minimization problem:
\[
\bar{x} \in \text{argmin}_{x \in \text{Fix}(T)} \frac{1}{2}d^2(u, x),
\]
where $f(z) = u$ for some $u \in M$ and for all $z \in \text{Fix}(T)$.

**Proof.** Let $\bar{x} \in \text{Fix}(T)$ be a solution of the problem (3.10). Then
\[
\frac{1}{2}d^2(u, \bar{x}) \leq \frac{1}{2}d^2(u, y), \quad \forall y \in \text{Fix}(T).
\]
Since $u = f(z)$ for all $z \in \text{Fix}(T)$, therefore, for $u = f(\bar{x})$, we have
\[
\frac{1}{2}d^2(f(\bar{x}), \bar{x}) \leq \frac{1}{2}d^2(f(\bar{x}), y), \quad \forall y \in \text{Fix}(T).
\]
By the definition of metric projection on a Hadamard manifold, we obtain $\bar{x} = P_{\text{Fix}(T)}f(\bar{x})$.

It follows from Proposition 2.7 that $\bar{x}$ is solution of the problem (3.2).

Conversely, let $\bar{x}$ be a solution of the problem (3.2), that is, $\bar{x} \in \text{Fix}(T)$ such that
\[
\langle \exp^{-1}_{\bar{x}} f(\bar{x}), \exp^{-1}_{\bar{x}} y \rangle \leq 0, \quad \forall y \in \text{Fix}(T).
\]
Consider a geodesic triangle $\Delta(f(\bar{x}), \bar{x}, y)$. Then by inequality (2.1), we have
\[
d^2(f(\bar{x}), \bar{x}) + d^2(\bar{x}, y) - 2 \langle \exp^{-1}_{\bar{x}} f(\bar{x}), \exp^{-1}_{\bar{x}} y \rangle \leq d^2(f(\bar{x}), y).
\]
By combining (3.11) and (3.12), we obtain
\[
\frac{1}{2}d^2(f(\bar{x}), \bar{x}) + \frac{1}{2}d^2(\bar{x}, y) \leq \frac{1}{2}d^2(f(\bar{x}), y),
\]
and so,
\[
\frac{1}{2}d^2(f(\bar{x}), \bar{x}) \leq \frac{1}{2}d^2(f(\bar{x}), y), \quad \forall y \in \text{Fix}(T),
\]
by replacing $u = f(\bar{x})$, we have
\[
\frac{1}{2}d^2(u, \bar{x}) \leq \frac{1}{2}d^2(u, y), \quad \forall y \in \text{Fix}(T),
\]
that is, $\bar{x}$ is a solution of the hierarchical minimization problem (3.10). \hfill \Box

**Moreau-Yosida regularization and hierarchical minimization problem:** The Moreau-Yosida regularization $\text{prox}_{\lambda \Theta}(x) : M \rightarrow M$ of a geodesic convex function $\Theta : M \rightarrow \mathbb{R}$ on a Hadamard manifold $M$ is defined as follows:
\[
\text{prox}_{\lambda \Theta}(x) := \text{argmin}_{z \in M} \left\{ \Theta(z) + \frac{1}{2\lambda}d^2(x, z) : z \in M \right\}, \quad \forall x \in M.
\]
Ferreira and Oliveira [12] showed that $\text{prox}_{\lambda \Theta}$ is a single-valued mapping with $D(\text{prox}_{\lambda \Theta}) = M$. Moreover, $\text{prox}_{\lambda \Theta}$ is also a firmly nonexpansive mapping (see, [16, Example 1]), and so $\text{prox}_{\lambda \Theta}$ is nonexpansive. If $\Theta : M \to (-\infty, +\infty]$ be proper, lower semicontinuous and geodesic convex function then the fixed point of Moreau-Yosida regularization has a relation (see [5, Lemma 3.2]), that is, $\text{argmin}_M \Theta = \text{Fix}(\text{prox}_{\lambda \Theta})$.

Since every $\phi$-contraction mapping is nonexpansive, by Theorem 3.3, the complimentary vector field of $\phi$-contraction mapping is monotone. Also, the gradient of a geodesic convex function is monotone. Therefore, without loss of generality we can consider a $\phi$-contraction mapping $f : M \to M$ and a geodesic convex differentiable function $g : M \to \mathbb{R}$ such that $\nabla g = -\exp^{-1} f$. Then, we obtain the following result in which the problem (3.2) reduces to the hierarchical minimization problem which was considered by Cabot [8] and Solodov [24] in the setting of Euclidean spaces.

**Proposition 3.10.** Let $\Theta : M \to (-\infty, +\infty]$ be proper, lower semicontinuous and geodesic convex function and $g : M \to \mathbb{R}$ be a geodesic convex and differentiable function. Let $f : M \to M$ be a $\phi$-contraction mapping, and for $\lambda > 0$, let $T : M \to M$ be defined by

$$T(x) := \text{prox}_{\lambda \Theta}(x), \quad \forall x \in M. \quad (3.13)$$

If the gradient of $g$ is $\nabla g = -\exp^{-1} f$, then the problem (3.2) reduces to the following hierarchical minimization problem

$$\min_{x \in \text{argmin} \Theta} g(x). \quad (3.14)$$

**Proof.** Let $\bar{x}$ be a solution of the problem (3.2). Then $\bar{x} \in \text{Fix}(T)$, and by the definition of $T$, $\bar{x} = \text{prox}_{\lambda \Theta}(\bar{x})$, that is, $\bar{x} \in \text{argmin} \Theta$. It follows from (3.2)

$$\langle \exp^{-1} f(\bar{x}), \exp^{-1} y \rangle \leq 0, \quad \forall y \in \text{argmin} \Theta.$$

Since $\nabla g = -\exp^{-1} f$, we obtain

$$\langle \nabla g(\bar{x}), \exp^{-1} y \rangle \geq 0, \quad \forall y \in \text{argmin} \Theta.$$

By the definition of gradient of $g$, we have

$$0 \leq \langle \nabla g(\bar{x}), \exp^{-1} y \rangle = g^D(\bar{x}; \exp^{-1} y),$$

where $g^D(\bar{x}; \exp^{-1} y)$ is a directional derivative at $\bar{x}$ in direction $\exp^{-1} y$, i.e.,

$$0 \leq g^D(\bar{x}; \exp^{-1} y) = \lim_{t \to 0^+} \frac{g(\exp_{\bar{x}}(t \exp^{-1} y)) - g(\bar{x})}{t},$$

where $\gamma(t) = \exp_{\bar{x}} t \exp^{-1} y$ is the geodesic joining $\bar{x} = \gamma(0)$ to $y = \gamma(1)$. Then by [25, Theorem 4.2, page no. 71], the function defined by

$$\Gamma(t) := \frac{g(\gamma(t)) - g(\bar{x})}{t}$$

as $t \to 0^+$.
is nondecreasing and $g^D(\bar{x};\exp_{\bar{x}}^{-1}y) = \inf_{t>0} \Gamma(t) \leq \Gamma(t)$. Therefore, above inequality becomes
\[ 0 \leq \frac{g(\gamma(t)) - g(\bar{x})}{t}. \]
By the geodesic convexity of $g$, we obtain $0 \leq g(y) - g(x)$, that is, $g(\bar{x}) \leq g(y)$ for all $y \in \text{argmin} \Theta$. Hence, $\bar{x}$ is a solution of the problem (3.14).

\[ \square \]

4. Viscosity method and convergence results

Let $f : M \to M$ be a $\phi$-contraction mapping and $S, T : M \to M$ be nonexpansive mappings, where $\phi : [0, +\infty) \to [0, +\infty)$ is a continuous and nonincreasing function such that $\phi(0) = 0$ and $\phi(t) < t$ for all $t > 0$. We propose the following viscosity iterative algorithm for finding a solution of the problem (3.1).

**Algorithm 4.1.** Choose an arbitrary element $x_1 \in M$, define sequences $\{x_n\}_{n \in \mathbb{N}}$ and $\{y_n\}_{n \in \mathbb{N}}$ by
\[ y_n := \exp_{S(x_n)}(1 - \xi_n) \exp_{S(x_n)}^{-1}T(x_n), \quad \forall n \in \mathbb{N}, \tag{4.1} \]
and
\[ x_{n+1} := \exp_{f(x_n)}(1 - \mu_n) \exp_{f(x_n)}^{-1}y_n, \quad \forall n \in \mathbb{N}, \tag{4.2} \]
where $\{\mu_n\}_{n \in \mathbb{N}} \subseteq (0, 1)$ and $\{\xi_n\}_{n \in \mathbb{N}} \subseteq (0, 1)$ are the sequences of positive real numbers.

**Remark 4.2.** If $M = \mathbb{H}$ is a Hilbert space, then Algorithm 4.1 reduces to the algorithm considered and studied by Mainge and Moudafi [17] under the assumption that $f$ is a contraction mapping.

Now we prove the convergence of the sequence generated by Algorithm 4.1 to a solution of the problem (3.1).

**Theorem 4.3.** Let $f : M \to M$ be a $\phi$-contraction mapping and $S, T : M \to M$ be nonexpansive mappings such that $\text{Fix}(T) \neq \emptyset$. Let $\{\mu_n\}_{n \in \mathbb{N}} \subseteq (0, 1)$ and $\{\xi_n\}_{n \in \mathbb{N}} \subseteq (0, 1)$ be the sequences such that $\frac{\xi_n}{\mu_n} \leq \sigma \in (0, +\infty)$ for all $n \in \mathbb{N}$, where $\sigma$ is the same as in the formulation of the problem (3.1). Assume that the following conditions hold:

(i) $\lim_{n \to \infty} \mu_n = 0$;
(ii) $\sum_{n=1}^{\infty} \mu_n = +\infty$;
(iii) $\lim_{n \to \infty} \frac{\xi_n}{\mu_n} = 0$;
(iv) $\lim_{n \to \infty} \left| 1 - \frac{\phi_n - 1}{\mu_n} \right| = 0$.

If $0 < \tau = \sup\{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N} \} < 1$ for all $\bar{a} \in \text{Fix}(T)$, then

(a) the sequence $\{x_n\}_{n \in \mathbb{N}}$ defined by Algorithm 4.1 is bounded;
(b) $\lim_{n \to \infty} d(x_{n+1}, x_n) = 0$;
(c) the sequence $\{x_n\}_{n \in \mathbb{N}}$ defined by Algorithm 4.1 converges to a solution of the problem (3.1).
Proof. (a) Clearly, from (4.2) and (4.1), \( x_{n+1} \) and \( y_n \) are on the geodesics joining \( y_n \) and \( f(x_n) \), and \( T(x_n) \) and \( S(x_n) \), respectively. Let \( \gamma_n^1 : [0,1] \rightarrow \mathbb{M} \) and \( \gamma_n^2 : [0,1] \rightarrow \mathbb{M} \) be the geodesics such that \( \gamma_n^1(0) = y_n \), \( \gamma_n^1(1) = f(x_n) \) and \( \gamma_n^2(0) = T(x_n), \gamma_n^2(1) = S(x_n) \). Therefore, \( x_{n+1} = \gamma_n^1(\mu_n) \) and \( y_n = \gamma_n^2(\xi_n) \). Let \( \bar{a} \) be a solution of the problem (3.1). Then, \( \bar{a} \in \text{Fix}(T) \). By Proposition 2.3, we have

\[
\begin{align*}
d(y_n, \bar{a}) &= d(\gamma_n^2(\xi_n), \bar{a}) \\
&\leq (1 - \xi_n)d(\gamma_n^2(0), \bar{a}) + \xi_n d(\gamma_n^2(1), \bar{a}) \\
&= (1 - \xi_n)d(T(x_n), T(\bar{a})) + \xi_n d(S(x_n), \bar{a}) \\
&\leq (1 - \xi_n)d(x_n, \bar{a}) + \xi_n (d(S(x_n), S(\bar{a})) + d(S(\bar{a}), \bar{a})) \\
&\leq (1 - \xi_n)d(x_n, \bar{a}) + \xi_n (d(x_n, \bar{a}) + d(S(\bar{a}), \bar{a})) \\
&= d(x_n, \bar{a}) + \xi_n d(S(\bar{a}), \bar{a}).
\end{align*}
\]

This together with (4.2) implies that

\[
\begin{align*}
d(x_{n+1}, \bar{a}) &= d(\gamma_n^1(\mu_n), \bar{a}) \\
&\leq (1 - \mu_n)d(\gamma_n^1(0), \bar{a}) + \mu_n d(\gamma_n^1(1), \bar{a}) \\
&= (1 - \mu_n)d(y_n, \bar{a}) + \mu_n d(f(x_n), \bar{a}) \\
&\leq (1 - \mu_n)d(x_n, \bar{a}) + \xi_n d(S(\bar{a}), \bar{a}) + \mu_n (d(f(x_n), f(\bar{a})) + d(f(\bar{a}), \bar{a})) \\
&\leq (1 - \mu_n)d(x_n, \bar{a}) + \xi_n d(S(\bar{a}), \bar{a}) + \mu_n (\phi(d(x_n, \bar{a})) + d(f(\bar{a}), \bar{a})) \\
&= (1 - \mu_n)d(x_n, \bar{a}) + \mu_n \phi(d(x_n, \bar{a})) + \mu_n \left(d(f(\bar{a}), \bar{a}) + \frac{\xi_n}{\mu_n} d(S(\bar{a}), \bar{a})\right).
\end{align*}
\]

(4.3)

Since \( 0 < \tau = \sup \{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N}\} < 1 \) and \( \frac{\xi_n}{\mu_n} \leq \sigma \) for all \( n \in \mathbb{N} \), then it follows from (4.4) that

\[
\begin{align*}
d(x_{n+1}, \bar{a}) &\leq (1 - \mu_n(1 - \tau))d(x_n, \bar{a}) + \mu_n \left(d(f(\bar{a}), \bar{a}) + \sigma d(S(\bar{a}), \bar{a})\right) \\
&\leq \max \left\{d(x_n, \bar{a}), \frac{1}{1 - \tau} \left(d(f(\bar{a}), \bar{a}) + \sigma d(S(\bar{a}), \bar{a})\right)\right\} \\
&\vdots \\
&\leq \max \left\{d(x_1, \bar{a}), \frac{1}{1 - \tau} \left(d(f(\bar{a}), \bar{a}) + \sigma d(S(\bar{a}), \bar{a})\right)\right\}. \tag{4.5}
\end{align*}
\]

Therefore, \( \{x_n\}_{n \in \mathbb{N}} \) is bounded, and hence there exists a constant \( K > 0 \) such that \( d(x_n, \bar{a}) \leq K \). Since \( \mu_n \to 0 \) as \( n \to \infty \), \( \{\mu_n\}_{n \in \mathbb{N}} \) is bounded. Therefore, there exists a constant \( \eta > 0 \) such that \( \mu_n \leq \eta \) for all \( n \in \mathbb{N} \). Thus, From (4.3), we have

\[
\begin{align*}
d(y_n, \bar{a}) &\leq d(x_n, \bar{a}) + \xi_n d(S(\bar{a}), \bar{a}) \\
&= d(x_n, \bar{a}) + \mu_n \frac{\xi_n}{\mu_n} d(S(\bar{a}), \bar{a}) \\
&\leq K + \eta \sigma d(S(\bar{a}), \bar{a}),
\end{align*}
\]
and therefore, \( \{y_n\}_{n \in \mathbb{N}} \) is bounded. Since \( f \) is \( \phi \)-contraction, and \( T \) and \( S \) are non-expansive mappings, by condition (ii) in Definition 2.9, we have

\[
d(f(x_n), \bar{a}) \leq d(f(x_n), f(\bar{a})) + d(f(\bar{a}), \bar{a}) \\
\leq \phi(d(x_n, \bar{a})) + d(f(\bar{a}), \bar{a}) \\
\leq d(x_n, \bar{a}) + d(f(\bar{a}), \bar{a}) \\
\leq K + d(f(\bar{a}), \bar{a}),
\]

\[
d(S(x_n), \bar{a}) \leq d(S(x_n), S(\bar{a})) + d(S(\bar{a}), \bar{a}) \\
\leq d(x_n, \bar{a}) + d(S(\bar{a}), \bar{a}) \\
\leq K + d(S(\bar{a}), \bar{a}),
\]

and

\[
d(T(x_n), \bar{a}) = d(T(x_n), T(\bar{a})) \leq d(x_n, \bar{a}) \leq K,
\]

which means that the sequences \( \{f(x_n)\}_{n \in \mathbb{N}} \), \( \{S(x_n)\}_{n \in \mathbb{N}} \) and \( \{T(x_n)\}_{n \in \mathbb{N}} \) are bounded.

(b) From convexity of Riemannian distance \( d \), we obtain

\[
d(y_n, y_{n-1}) = d(\gamma_n^2(\xi_n), \gamma_{n-1}^2(\xi_{n-1})) \\
\leq d(\gamma_n^2(\xi_n), \gamma_{n-1}^2(\xi_n)) + d(\gamma_{n-1}^2(\xi_n), \gamma_{n-1}^2(\xi_{n-1})) \\
\leq (1 - \xi_n)d(\gamma_n^2(0), \gamma_{n-1}^2(0)) + \xi_n d(\gamma_n^2(1), \gamma_{n-1}^2(1)) \\
+ |\xi_n - \xi_{n-1}| d(S(x_{n-1}), T(x_{n-1})) \\
= (1 - \xi_n)d(T(x_n), T(x_{n-1})) + \xi_n d(S(x_n), S(x_{n-1})) \\
+ |\xi_n - \xi_{n-1}| d(S(x_{n-1}), T(x_{n-1})) \\
\leq (1 - \xi_n)d(x_n, x_{n-1}) + \xi_n d(x_n, x_{n-1}) + |\xi_n - \xi_{n-1}| d(S(x_{n-1}), T(x_{n-1})) \\
\leq d(x_n, x_{n-1}) + |\xi_n - \xi_{n-1}| K_1,
\]

where \( K_1 \) is a constant such that \( K_1 = \sup_{n \in \mathbb{N}} \{d(S(x_{n-1}), T(x_{n-1}))\} \). Again by convexity of Riemannian distance \( d \), we have

\[
d(x_{n+1}, x_n) \\
= d(\gamma_n^1(\mu_n), \gamma_{n-1}^1(\mu_{n-1})) \\
\leq d(\gamma_n^1(\mu_n), \gamma_{n-1}^1(\mu_n)) + d(\gamma_{n-1}^1(\mu_n), \gamma_{n-1}^1(\mu_{n-1})) \\
\leq (1 - \mu_n)d(\gamma_n^1(0), \gamma_{n-1}^1(0)) + \mu_n d(\gamma_n^1(1), \gamma_{n-1}^1(1)) + |\mu_n - \mu_{n-1}| d(f(x_n), y_{n-1}) \\
= (1 - \mu_n)d(y_n, y_{n-1}) + \mu_n d(f(x_n), f(x_{n-1})) + |\mu_n - \mu_{n-1}| d(f(x_{n-1}), y_{n-1}) \\
\leq (1 - \mu_n)(d(x_n, x_{n-1}) + |\xi_n - \xi_{n-1}| K_1) + \mu_n \phi(d(x_n, x_{n-1}) + |\mu_n - \mu_{n-1}| K_2) \\
\leq (1 - \mu_n)(d(x_n, x_{n-1}) + |\xi_n - \xi_{n-1}| K_1 + |\xi_n - \xi_{n-1}| K_1 + |\mu_n - \mu_{n-1}| K_2),
\]

where \( K_2 \) is a constant such that \( K_2 = \sup_{n \in \mathbb{N}} \{d(f(x_{n-1}), y_{n-1})\} \). Since \( \lim_{n \to \infty} \frac{\xi_n}{\mu_n} = 0 \), we have

\[
\lim_{n \to \infty} \frac{1}{\mu_n} |\xi_n - \xi_{n-1}| = 0,
\]
and from assumption (iii) we have

\[ \lim_{n \to \infty} \frac{1}{\mu_n} |\mu_n - \mu_{n-1}| = 0. \]

Therefore, from Lemma 2.14, we conclude that

\[ \lim_{n \to \infty} d(x_{n+1}, x_n) = 0. \]

(c) We first prove that

\[ \limsup_{n \to \infty} \left\{ \langle \exp^{-1}_a S(\tilde{a}), \exp^{-1}_a T(x_n) \rangle + \frac{1}{\sigma} \langle \exp^{-1}_a f(\tilde{a}), \exp^{-1}_a y_n \rangle \right\} \leq 0, \]

where \( \tilde{a} \) is a solution of the problem (3.1).

Since the sequences \( \{x_n\}_{n \in \mathbb{N}}, \{y_n\}_{n \in \mathbb{N}} \) and \( \{T(x_n)\}_{n \in \mathbb{N}} \) are bounded, so is

\[ \left\{ \langle \exp^{-1}_a S(\tilde{a}), \exp^{-1}_a T(x_n) \rangle + \frac{1}{\sigma} \langle \exp^{-1}_a f(\tilde{a}), \exp^{-1}_a y_n \rangle \right\}_{n \in \mathbb{N}}, \]

and hence, its upper limit exists. We may assume a subsequence \( \{x_{n_j}\}_{j \in \mathbb{N}} \) of \( \{x_n\}_{n \in \mathbb{N}} \) such that

\[ \limsup_{n \to \infty} \left\{ \langle \exp^{-1}_a S(\tilde{a}), \exp^{-1}_a T(x_n) \rangle + \frac{1}{\sigma} \langle \exp^{-1}_a f(\tilde{a}), \exp^{-1}_a y_n \rangle \right\} = \lim_{j \to \infty} \left\{ \langle \exp^{-1}_a S(\tilde{a}), \exp^{-1}_a T(x_{n_j}) \rangle + \frac{1}{\sigma} \langle \exp^{-1}_a f(\tilde{a}), \exp^{-1}_a y_{n_j} \rangle \right\}, \]

and \( x_{n_j} \to x' \) for some \( x' \in \mathcal{M} \). By convexity of Riemannian distance \( d \), we have

\[ d(x_{n_{j+1}}, y_{n_j}) = d(\gamma^1_{n_j}(\mu_{n_j}), y_{n_j}) \]
\[ \leq (1 - \mu_{n_j})d(\gamma^1_{n_j}(0), y_{n_j}) + \mu_{n_j}d(\gamma^1_{n_j}(1), y_{n_j}) \]
\[ = (1 - \mu_{n_j})d(y_{n_j}, y_{n_j}) + \mu_{n_j}d(f(x_{n_j}), y_{n_j}) \]
\[ = \mu_{n_j}d(f(x_{n_j}), y_{n_j}), \]

and

\[ d(y_{n_j}, T(x_{n_j})) = d(\gamma^2_{n_j}(\xi_{n_j}), T(x_{n_j})) \]
\[ \leq (1 - \xi_{n_j})d(\gamma^2_{n_j}(0), T(x_{n_j})) + \xi_{n_j}d(\gamma^2_{n_j}(1), T(x_{n_j})) \]
\[ = (1 - \xi_{n_j})d(T(x_{n_j}), T(x_{n_j})) + \xi_{n_j}d(S(x_{n_j}), T(x_{n_j})) \]
\[ = \xi_{n_j}d(S(x_{n_j}), T(x_{n_j})). \]

Since \( \{y_{n}\}_{n \in \mathbb{N}}, \{T(x_n)\}_{n \in \mathbb{N}}, \{S(x_n)\}_{n \in \mathbb{N}} \) and \( \{f(x_n)\}_{n \in \mathbb{N}} \) are bounded, and so are \( \{d(f(x_{n_j}), y_{n_j})\}_{n \in \mathbb{N}} \) and \( \{d(S(x_{n_j}), T(x_{n_j}))\}_{n \in \mathbb{N}} \). Since \( \xi_n \leq \sigma \mu_n \), from condition (iii), we have \( \xi_n \to 0 \) as \( n \to \infty \). Therefore, we have

\[ \lim_{j \to \infty} d(x_{n_{j+1}}, y_{n_j}) = 0, \]

and

\[ \lim_{j \to \infty} d(y_{n_j}, T(x_{n_j})) = 0. \]
Since \(d(x_{n_j}, y_{n_j}) \leq d(x_{n_j+1}, x_{n_j}) + d(x_{n_j+1}, y_{n_j})\), we obtain \(\lim_{j \to \infty} d(x_{n_j}, y_{n_j}) = 0\), and therefore,

\[
d(x', T(x')) \leq d(x', x_{n_j}) + d(x_{n_j}, y_{n_j}) + d(y_{n_j}, T(x_{n_j})) + d(T(x'), T(x_{n_j})) \to 0
\]
as \(j \to \infty\).

This implies that \(x' \in \text{Fix}(T)\). Since \(\bar{a}\) is the solution of the problem (3.1), we have

\[
\left\langle \exp^{-1}_\bar{a} S(\bar{a}) + \frac{1}{\sigma} \exp^{-1}_\bar{a} f(\bar{a}), \exp^{-1}_\bar{a} y \right\rangle \leq 0, \quad \forall y \in \text{Fix}(T).
\]

Since \(x_{n_j} \to x' \in \text{Fix}(T)\) and \(\lim_{j \to \infty} d(x_{n_j}, y_{n_j})\), hence, \(y_{n_j} \to x'\). Therefore,

\[
\limsup_{n \to \infty} \left\{ \left\langle \exp^{-1}_\bar{a} S(\bar{a}), \exp^{-1}_\bar{a} T(x_n) \right\rangle + \frac{1}{\sigma} \left\langle \exp^{-1}_\bar{a} f(\bar{a}), \exp^{-1}_\bar{a} y_n \right\rangle \right\}
= \lim_{j \to \infty} \left\{ \left\langle \exp^{-1}_\bar{a} S(\bar{a}), \exp^{-1}_\bar{a} T(x_{n_j}) \right\rangle + \frac{1}{\sigma} \left\langle \exp^{-1}_\bar{a} f(\bar{a}), \exp^{-1}_\bar{a} y_{n_j} \right\rangle \right\}
= \left\langle \exp^{-1}_\bar{a} S(\bar{a}) + \frac{1}{\sigma} \exp^{-1}_\bar{a} f(\bar{a}), \exp^{-1}_\bar{a} x' \right\rangle \leq 0. \quad (4.6)
\]

It follows that there exists a sequence \(\{c_n\}_{n \in \mathbb{N}}\) in \((0, +\infty)\) with \(\lim_{n \to \infty} c_n = 0\) such that

\[
\left\{ \left\langle \exp^{-1}_\bar{a} S(\bar{a}), \exp^{-1}_\bar{a} T(x_n) \right\rangle + \frac{1}{\sigma} \left\langle \exp^{-1}_\bar{a} f(\bar{a}), \exp^{-1}_\bar{a} y_n \right\rangle \right\} \leq c_n, \quad \forall n \in \mathbb{N}.
\]

Next, we prove that \(\lim_{n \to \infty} d(x_n, \bar{a}) = 0\). For each \(n \in \mathbb{N}\), let \(p_n = f(x_n)\), \(p = f(\bar{a})\), \(q_n = y_n\), \(l_n = S(x_n)\), \(l = S(\bar{a})\) and \(m_n = T(x_n)\). Consider the geodesic triangles \(\Delta(p_n, q_n, \bar{a})\), \(\Delta(p, q_n, \bar{a})\), \(\Delta(p_n, q_n, p)\), \(\Delta(l, m_n, \bar{a})\), \(\Delta(l, m_n, \bar{a})\) and \(\Delta(l, m_n, \bar{a})\) such that

\[
\begin{align*}
d(p_n, q_n) &= ||p_n' - q_n'||, \quad d(q_n, a) = ||q_n' - \bar{a}'|| \quad \text{and} \quad d(p_n, a) = ||p_n' - \bar{a}'||, \\
d(p, a) &= ||p' - \bar{a}'||, \quad d(q_n, a) = ||q_n' - \bar{a}'|| \quad \text{and} \quad d(p_n, p) = ||p_n' - p'||, \\
d(l_n, m_n) &= ||l_n' - m_n'||, \quad d(m_n, a) = ||m_n' - \bar{a}'|| \quad \text{and} \quad d(l_n, a) = ||l_n' - \bar{a}'|| \\
\end{align*}
\]

and

\[
\begin{align*}
d(l, a) &= ||l' - \bar{a}'||, \quad d(m_n, a) = ||m_n' - \bar{a}'|| \quad \text{and} \quad d(l_n, l) = ||l_n' - l'||. \\
\end{align*}
\]

Let \(\alpha\) and \(\beta\) denote the angles at \(\bar{a}\) in triangles \(\Delta(p, q_n, \bar{a})\) and \(\Delta(l, m_n, \bar{a})\), respectively, and \(\alpha'\) and \(\beta'\) be the comparison angles at \(\bar{a}'\) in triangles \(\Delta(p', q_n', \bar{a}')\) and \(\Delta(l', m_n', \bar{a}')\), respectively. Therefore, \(\alpha \leq \alpha'\) and \(\beta \leq \beta'\) by Lemma 2.6 (a), and so, \(\cos \alpha' \leq \cos \alpha\) and \(\cos \beta' \leq \cos \beta\), respectively. Let

\[
x'_{n+1} := \mu_n p_n + (1 - \mu_n) q_n' \quad \text{and} \quad q_n' := \xi_n l_n' + (1 - \xi_n) m_n'.
\]
be the comparison point of \( x_{n+1} \) and \( y_n \), respectively. Then by Lemma 2.6 (b), we have

\[
d^2(x_{n+1}, \bar{a}) \\
\leq \|x'_{n+1} - \bar{a}'\|^2 \\
= \|\mu_n p_n + (1 - \mu_n)q_n - \bar{a}'\|^2 \\
= \|\mu_n (p_n' - \bar{a}') + (1 - \mu_n)(q_n' - \bar{a}')\|^2 \\
= \mu_n^2 \|p_n' - \bar{a}'\|^2 + (1 - \mu_n)^2 \|q_n' - \bar{a}'\|^2 + 2\mu_n(1 - \mu_n) \langle p_n' - \bar{a}', q_n' - \bar{a}' \rangle \\
= \mu_n^2 \|p_n' - \bar{a}'\|^2 + (1 - \mu_n)^2 \|q_n' - \bar{a}'\|^2 + 2\mu_n(1 - \mu_n) \langle p_n' - p', q_n' - \bar{a}' \rangle \\
\leq \mu_n^2 \|p_n' - \bar{a}'\|^2 + (1 - \mu_n)^2 \|q_n' - \bar{a}'\|^2 + 2\mu_n(1 - \mu_n) \|p_n' - p'\| \|q_n' - \bar{a}'\| \\
\leq \mu_n^2 d^2(p_n, \bar{a}) + (1 - \mu_n)^2 d^2(q_n, \bar{a}) + 2\mu_n(1 - \mu_n) (d(p_n, p)d(q_n, \bar{a}) \\
+ \langle p' - \bar{a}', q_n' - \bar{a}' \rangle d(\bar{a}, \bar{a}) \cos \alpha) \\
= \mu_n^2 d^2(f(x_n), \bar{a}) + (1 - \mu_n)^2 d^2(q_n, \bar{a}) + 2\mu_n(1 - \mu_n) (d(f(x_n), f(\bar{a}))d(y_n, \bar{a}) \\
+ \langle f(\bar{a}), \bar{a} \rangle d(y_n, \bar{a}) \cos \alpha) \\
\leq \mu_n^2 d^2(f(x_n), \bar{a}) + (1 - \mu_n)^2 d^2(q_n, \bar{a}) + 2\mu_n(1 - \mu_n) \phi(d(x_n, \bar{a}))d(y_n, \bar{a}) \\
+ 2\mu_n(1 - \mu_n) d(f(\bar{a}), \bar{a})d(y_n, \bar{a}) \cos \alpha.
\]

Since \( \{f(x_n)\}_{n \in \mathbb{N}} \) is bounded then we may assume a constant \( K_3 \) such that

\[
K_3 = \sup_{n \in \mathbb{N}} \{ d^2(f(x_n), \bar{a}) \}.
\]

It follows from (4.3) that

\[
d^2(x_{n+1}, \bar{a}) \\
\leq \mu_n^2 K_3 + (1 - \mu_n)^2 d^2(q_n, \bar{a}) + 2\mu_n(1 - \mu_n) \phi(d(x_n, \bar{a})) d(x_n, \bar{a}) + \xi_n d(S(\bar{a}), \bar{a})) \\
+ 2\mu_n(1 - \mu_n) d(f(\bar{a}), \bar{a})d(y_n, \bar{a}) \cos \alpha.
\]

Define a sequence \( \{w_n\}_{n \in \mathbb{N}} \) by \( w_n = d^2(x_n, \bar{a}) \). Let

\[
\delta = d(S(\bar{a}), \bar{a}).
\]

Since

\[
d(f(\bar{a}), \bar{a})d(y_n, \bar{a}) \cos \alpha = \langle \exp^{-1}_a f(\bar{a}), \exp^{-1}_a y_n \rangle,
\]

we have

\[
w_{n+1} \leq \mu_n^2 K_3 + (1 - \mu_n)^2 d^2(q_n, \bar{a}) + 2\mu_n(1 - \mu_n) \phi(\sqrt{w_n})\sqrt{w_n} \\
+ 2\mu_n(1 - \mu_n) \langle \exp^{-1}_a f(\bar{a}), \exp^{-1}_a y_n \rangle + 2\mu_n \xi_n (1 - \mu_n) \phi(\sqrt{w_n})\delta. \quad (4.7)
\]
Since \( q_n' := \xi_n l_n' + (1 - \xi_n)m_n' \) is the comparison point of \( y_n \) and \( d(q_n, \bar{a}) = \|q_n' - \bar{a}'\| \), then we have

\[
d^2(q_n, \bar{a}) = \|q_n' - \bar{a}'\|^2 \\
= \|\xi_n l_n' + (1 - \xi_n)m_n' - \bar{a}'\|^2 \\
= \xi_n^2 \|l_n' - \bar{a}'\|^2 + (1 - \xi_n)^2 \|m_n' - \bar{a}'\|^2 + 2\xi_n(1 - \xi_n) \langle l_n' - \bar{a}', m_n' - \bar{a}' \rangle \\
= \xi_n^2 \|l_n' - \bar{a}'\|^2 + (1 - \xi_n)^2 \|m_n' - \bar{a}'\|^2 + 2\xi_n(1 - \xi_n) \langle l_n' - \bar{a}', m_n' - \bar{a}' \rangle \\
+ \langle l_n' - \bar{a}', m_n' - \bar{a}' \rangle \rangle \\
\leq \xi_n^2 \|l_n' - \bar{a}'\|^2 + (1 - \xi_n)^2 \|m_n' - \bar{a}'\|^2 + 2\xi_n(1 - \xi_n) \langle \|l_n' - \bar{a}'\| \|m_n' - \bar{a}'\| \cos \beta' \rangle \\
\leq \xi_n^2 \|l_n' - \bar{a}'\|^2 + (1 - \xi_n)^2 \|m_n' - \bar{a}'\|^2 + 2\xi_n(1 - \xi_n) \langle \|l_n' - \bar{a}'\| \|m_n' - \bar{a}'\| \cos \beta' \rangle \\
= (1 - \xi_n)^2 \|l_n' - \bar{a}'\|^2 + 2\xi_n(1 - \xi_n) \langle \exp_{\bar{a}}^{-1} S(\bar{a}), \exp_{\bar{a}}^{-1} T(x_n) \rangle + \xi_n^2 \|S(x_n), \bar{a}\|.
\]

Since \( \bar{a} \in \text{Fix}(T) \) and \( w_n = d^2(x_n, \bar{a}) \),

\[
d(S(\bar{a}), \bar{a})d(T(x_n), \bar{a}) = \langle \exp_{\bar{a}}^{-1} S(\bar{a}), \exp_{\bar{a}}^{-1} T(x_n) \rangle, \\
d(x_n, \bar{a}) \leq K \text{ and } \{S(x_n)\}_{n \in \mathbb{N}} \text{ is bounded, there exists a constant } K_4 \text{ such that } \\
K_4 = \sup_{n \in \mathbb{N}} \{d^2(S(x_n), \bar{a})\},
\]

and therefore, we have

\[
d^2(q_n, \bar{a}) \leq (1 - \xi_n^2)w_n + 2\xi_n(1 - \xi_n) \langle \exp_{\bar{a}}^{-1} S(\bar{a}), \exp_{\bar{a}}^{-1} T(x_n) \rangle + \xi_n^2 K_4. \tag{4.8}
\]

This together with inequality (4.7) gives

\[
w_{n+1} \leq \mu_n^2 K_3 + (1 - \mu_n)^2 \left( (1 - \mu_n)^2w_n + 2\xi_n(1 - \xi_n) \langle \exp_{\bar{a}}^{-1} S(\bar{a}), \exp_{\bar{a}}^{-1} T(x_n) \rangle \right) \\
+ \xi_n^2 K_4 + 2\mu_n(1 - \mu_n)\phi(\sqrt{w_n})\sqrt{w_n} + 2\mu_n(1 - \mu_n) \langle \exp_{\bar{a}}^{-1} f(\bar{a}), \exp_{\bar{a}}^{-1} y_n \rangle \\
+ 2\mu_n\xi_n(1 - \mu_n)\delta(\sqrt{w_n}) \delta. \tag{4.9}
\]

Since \( 0 < \mu_n, \xi_n < 1 \) and \( \xi_n \leq \sigma \mu_n, \) we have

\[
(1 - \mu_n)^2 \leq (1 - \mu_n), \quad \mu_n(1 - \mu_n) \leq \mu_n, \quad \xi_n^2 \leq \xi_n \quad \text{and} \quad \xi_n(1 - \xi_n) \leq \xi_n.
\]

Therefore,

\[
w_{n+1} \leq \mu_n^2 K_3 + (1 - \mu_n)w_n + \xi_n^2 K_4 + 2\sigma \mu_n \langle \exp_{\bar{a}}^{-1} S(\bar{a}), \exp_{\bar{a}}^{-1} T(x_n) \rangle \\
+ 2\mu_n\phi(\sqrt{w_n})\sqrt{w_n} + 2\mu_n \langle \exp_{\bar{a}}^{-1} f(\bar{a}), \exp_{\bar{a}}^{-1} y_n \rangle + 2\mu_n\xi_n\phi(\sqrt{w_n}) \delta \\
= (1 - \mu_n)w_n + 2\mu_n\phi(\sqrt{w_n})\sqrt{w_n} + \mu_n^2 K_3 + \xi_n^2 K_4 + 2\sigma \mu_n c_n + 2\mu_n\xi_n\phi(\sqrt{w_n}) \delta.
\]
Thus, we have
\[ w_{n+1} \leq (1 - \mu_n)w_n + \mu_n \psi(w_n) + \beta_n, \quad \forall n \in \mathbb{N}, \]
where \( \beta_n = \mu_n^2 K_3 + \xi_n^2 K_4 + 2\sigma \mu_n c_n + 2\mu_n \xi_n \phi(\sqrt{w_n})\delta \) and \( \psi(t) = 2\sqrt{t}\phi(\sqrt{t}) \). Since \( w_n = d^2(x_n, \bar{a}) \leq K^2 \) and \( \phi \) is nondecreasing, we have \( \phi(\sqrt{w_n}) \leq \phi(K^2) \). Therefore,
\[ \frac{\beta_n}{\mu_n} \leq \mu_n K_3 + \frac{\xi_n^2}{\mu_n} K_4 + 2\sigma c_n + 2\xi_n \phi(K)\delta. \]
Since \( \lim_{n \to \infty} c_n = 0 \) and \( \xi_n = \frac{\xi_n}{\mu_n} \mu_n \to 0 \) as \( n \to \infty \) because of assumptions (i) and (iii), by conditions (i) - (iii), we have
\[ \lim_{n \to \infty} \frac{\beta_n}{\mu_n} = 0. \]
Hence by Lemma 2.14, \( \{x_n\}_{n \in \mathbb{N}} \) converges to \( \bar{a} \).

**Remark 4.4.** In the absence of the projection mapping and by using the properties of geodesic convexity, the above algorithm and convergence result improve and extend the corresponding results in \([30, 18, 17, 28, 29]\) from linear space setting to nonlinear spaces, more precisely, to Hadamard manifolds.

If \( S \equiv I \) the identity mapping, then we have the following result.

**Corollary 4.5.** Let \( f : \mathbb{M} \to \mathbb{M} \) be a \( \phi \)-contraction mapping and \( T : \mathbb{M} \to \mathbb{M} \) be a nonexpansive mapping such that \( \text{Fix}(T) \neq \emptyset \). Let \( \{\mu_n\}_{n \in \mathbb{N}} \subseteq (0, 1) \) and \( \{\xi_n\}_{n \in \mathbb{N}} \subseteq (0, 1) \) be the sequences such that the conditions (i) - (iv) of Theorem 4.3 hold. If
\[ 0 < \tau = \sup \{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N}\} < 1 \] for all \( \bar{a} \in \text{Fix}(T) \), then the sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined by
\[ y_n := \exp_{x_n}(1 - \xi_n) \exp_{x_n}^{-1} T(x_n), \quad \forall n \in \mathbb{N}, \]
and
\[ x_{n+1} := \exp_{f(x_n)}(1 - \mu_n) \exp_{f(x_n)}^{-1} y_n, \quad \forall n \in \mathbb{N}, \]
converges to a solution of the problem (3.2).

From the above result, we can easily derive the following result related to the monotone inclusion problem.

**Corollary 4.6.** Let \( f : \mathbb{M} \to \mathbb{M} \) be a \( \phi \)-contraction mapping and \( V \in \mathcal{X}(\mathbb{M}) \) be a monotone set-valued vector field such that \( V^{-1}(0) \neq \emptyset \). Let \( \{\mu_n\}_{n \in \mathbb{N}} \subseteq (0, 1) \) and \( \{\xi_n\}_{n \in \mathbb{N}} \subseteq (0, 1) \) be a sequence such that conditions (i) - (iv) of Theorem 4.3 hold. If
\[ 0 < \tau = \sup \{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N}\} < 1 \] for all \( \bar{a} \in V^{-1}(0) \), then
\( a \) for \( \lambda > 0 \), the sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined by
\[ y_n := \exp_{x_n}(1 - \xi_n) \exp_{x_n}^{-1} R_{x_n}^\lambda(x_n), \quad \forall n \in \mathbb{N}, \quad (4.10) \]
and
\[ x_{n+1} := \exp_{f(x_n)}(1 - \mu_n) \exp_{f(x_n)}^{-1} y_n, \quad \forall n \in \mathbb{N}, \quad (4.11) \]
is bounded;
(b) \( \lim_{n \to \infty} d(x_{n+1}, x_n) = 0; \)
(c) the sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined by (4.11) converges to a solution of the problem (3.6).

In view of Proposition 3.9 and Proposition 3.10, and by taking \( S \equiv I \) identity mapping in Theorem 4.3, we get following consequences of Corollary 4.5.

**Corollary 4.7.** Let \( G : M \to \mathbb{R} \) be a geodesic convex function on a Hadamard manifold \( M \) defined by (3.9) and \( T : M \to M \) be a nonexpansive mapping such that \( \text{Fix}(T) \neq \emptyset \).

Let \( \{\mu_n\}_{n \in \mathbb{N}} \subseteq (0,1) \) and \( \{\xi_n\}_{n \in \mathbb{N}} \subseteq (0,1) \) be the sequences such that the conditions (i) - (iv) of Theorem 4.3 hold. If \( 0 < \tau = \sup \{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N} \} < 1 \) for all \( \bar{a} \in \text{Fix}(T) \). Then the sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined by

\[ y_n := \exp_{x_n}(1 - \xi_n) \exp_{x_n}^{-1} T(x_n), \quad \forall n \in \mathbb{N}, \]

and

\[ x_{n+1} := \exp_{f(x_n)}(1 - \mu_n) \exp_{f(x_n)}^{-1} y_n, \quad \forall n \in \mathbb{N}, \]

converges to a solution of the problem (3.8).

**Corollary 4.8.** Let \( \Theta : M \to (-\infty, +\infty] \) be a proper, lower semicontinuous and geodesic convex function and \( g : M \to \mathbb{R} \) be a geodesic convex and differentiable function such that \( \nabla g = -\exp^{-1} f \), and argmin \( \Theta \neq \emptyset \) and a nonexpansive mapping \( T : M \to M \) be defined by (3.13) such that \( \text{Fix}(T) \neq \emptyset \). Let \( \{\mu_n\}_{n \in \mathbb{N}} \subseteq (0,1) \) and \( \{\xi_n\}_{n \in \mathbb{N}} \subseteq (0,1) \) be the sequences such that the conditions (i) - (iv) of Theorem 4.3 hold. If \( 0 < \tau = \sup \{\phi(d(x_n, \bar{a}))/d(x_n, \bar{a}) : x_n \neq \bar{a}, n \in \mathbb{N} \} < 1 \) for all \( \bar{a} \in \text{Fix}(T) \). Then the sequence \( \{x_n\}_{n \in \mathbb{N}} \) defined by

\[ y_n := \exp_{x_n}(1 - \xi_n) \exp_{x_n}^{-1} T(x_n), \quad \forall n \in \mathbb{N}, \]

and

\[ x_{n+1} := \exp_{f(x_n)}(1 - \mu_n) \exp_{f(x_n)}^{-1} y_n, \quad \forall n \in \mathbb{N}, \]

converges to a solution of the problem (3.14).

**5. Numerical Example**

**Example 5.1.** Let \( M = (\mathbb{R}^3, \langle \cdot, \cdot \rangle) \) be a Hadamard manifold with Riemannian metric \( \langle u, v \rangle := u^T G(x)v \) for all \( u, v \in T_x M \) and all \( x = (x_1, x_2, x_3) \in M \), where \( G(x) \) is a \( 3 \times 3 \) matrix defined by

\[
G(x) := \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 + 4x_2^2 & -2x_2 \\
0 & -2x_2 & 1
\end{pmatrix}, \quad \forall x \in M.
\]

Define a mapping \( \Phi : \mathbb{R}^3 \to M \) on the Euclidean space \( \mathbb{R}^3 \) by

\[
\Phi(x) := (x_1, x_2, x_2^2 - x_3), \quad \forall x = (x_1, x_2, x_3) \in \mathbb{R}^3.
\]

Then it is an isometry and its inverse \( \Phi^{-1} \) is given by

\[
\Phi^{-1}(x) := (x_1, x_2, x_2^2 - x_3), \quad \forall x = (x_1, x_2, x_3) \in M.
\]
The Riemannian distance between for any \( x \) and \( y \) in \( \mathbb{M} \) is defined by
\[
d^2(x, y) := \left\| \Phi^{-1}(x) - \Phi^{-1}(y) \right\|^2 = \sum_{i=1}^{2} (x_i - y_i)^2 + (x_3^2 - x_3 - y_3^2 + y_3)^2. \tag{5.1}
\]
For further details, see [10]. The geodesic joining the points \( \gamma(0) = x \) and \( \gamma(1) = y \) is
\[
\gamma(t) := (\gamma_1(t), \gamma_2(t), \gamma_3(t)), \quad \forall t \in [0, 1], \tag{5.2}
\]
where \( \gamma_i(t) = x_i + t(y_i - x_i) \) for all \( i = 1, 2 \) and
\[
\gamma_3(t) = x_3 + t((y_3 - x_3) - 2(y_2 - x_2)^2) + 2t^2(y_2 - x_2)^2.
\]
Let \( \beta : (0, 1) \to \mathbb{R}^3 \) be a geodesic on \( \mathbb{R}^3 \) define by
\[
\beta(t) = vt + x
\]
for all \( v = (v_1, v_2, v_3), x = (x_1, x_2, x_3) \in \mathbb{R}^3 \) such that \( \beta(0) = x \) and \( \beta'(0) = v \). Since \( \Phi \) is an isometry between \( \mathbb{R}^3 \) and \( \mathbb{M} \), \( \Phi \) preserves the geodesics between \( \mathbb{R}^3 \) and \( \mathbb{M} \), i.e., \( \beta \) is a geodesic in \( \mathbb{R}^3 \) if and only if \( \gamma = \Phi \circ \beta \) is a geodesic in \( \mathbb{M} \). (For details, see [10, 11, 23]). Then \( \gamma = \Phi \circ \beta \) is given by
\[
\gamma(t) := (w_1(t), w_2(t), w_3(t)),
\]
where \( w_i(t) = x_i + v_it \) for all \( i = 1, 2 \)
\[
w_3(t) = x_3 + v_3t + v_2^2t^2
\]
such that \( \gamma(0) = x \in \mathbb{R}^3 \) and \( \gamma'(0) = v = (v_1, v_2, v_3) \). Clearly, \( \exp_x(tv) = \gamma(t) \).

To obtain the inverse exponential mapping, we may write
\[
y = \exp_x \left( d(x, y) \frac{\exp^{-1}_{x}y}{d(x, y)} \right), \quad \forall x, y \in \mathbb{M}.
\]
Therefore, after simplifying, we get
\[
\exp_{x}^{-1}y = (y_1 - x_1, y_2 - x_2, y_3 - x_3 - (y_2 - x_2)^2).
\]
Define a mapping
\[
f(x) = (x_1/2, x_2/2, x_3/2 + x_2^2/2), \quad \forall x \in \mathbb{M}.
\]
It clear that \( f \) is a \( \phi \)-contraction mapping with a continuous function \( \phi(t) = \frac{1}{4}t \).

We define two nonexpansive mappings \( S \) and \( T \) by
\[
S(x) = (-x_1, x_2, x_3) \quad \text{and} \quad T(x) = (-x_1, -x_2, x_3), \quad \forall x \in \mathbb{M}.
\]
Then \( \text{Fix}(S) = \{(x_1, x_2, x_3) \in \mathbb{M} : x_1 = 0\} \) and
\[
\text{Fix}(T) = \{(x_1, x_2, x_3) \in \mathbb{M} : x_1 = x_2 = 0\}.
\]
Therefore, the solution set of problem (3.1) is \( S = \{(0, 0, 0)\} \).

Indeed, choose \( \bar{x} = (0, 0, p) \in \text{Fix}(T) \) and for any \( y = (0, 0, q) \in \text{Fix}(T) \), we have
\[
\exp_{\bar{x}}^{-1}f(\bar{a}) = (0, 0, p/2), \exp_{\bar{x}}^{-1}S(a) = (0, 0, 0) \quad \text{and} \quad \exp_{\bar{x}}^{-1}y = (0, 0, q - p),
\]
and
\[
G(\bar{a}) := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]
Hence, for $\sigma > 0$, we have
\[
\left\langle \exp_{\tilde{a}}^{-1} S(\tilde{a}) + \frac{1}{\sigma} \exp_{\tilde{a}}^{-1} f(\tilde{a}), \exp_{\tilde{a}}^{-1} y \right\rangle = \frac{p}{2\sigma} (q - p) = 0, \quad \forall y \in \text{Fix}(T)
\]
\[
\iff p = 0.
\]
Under the above constructions, Algorithm 4.2 has the following form:
\[
x_{n+1} = \gamma_1^n (1 - \mu_n), \quad \forall \ n \in \mathbb{N},
\]
where $\gamma_1^n(0) = f(x_n) = (a_n/2, b_n/2, c_n/2 + b_n^2/2)$ and $\gamma_1^n(1) = y_n = \gamma_2^n(1 - \xi_n)$ such that $\gamma_2^n(0) = T(x_n) = (-a_n, -b_n, c_n)$, $\gamma_2^n(1) = S(x_n) = (-a_n, b_n, c_n)$ for all $x_n = (a_n, b_n, c_n) \in M$ and all $n \in \mathbb{N}$.

Let $\mu_n = \frac{1}{n}$ and $\xi_n = \frac{1}{n^2}$. Then clearly $\mu_n$ and $\xi_n$ satisfy the condition (i)-(iv) of Theorem 4.3. Therefore, from (5.2), we get
\[
y_n = \left( -a_n, b_n(2 s_n - 1), c_n + 4 b_n^2 s_n(2 s_n^2 - 1) \right),
\]
\[
x_{n+1} = \left( \frac{a_n}{2} (1 - 3 t_n), \frac{b_n}{2} (1 + t_n(4 s_n - 3)),
\right.
\]
\[
c_n/2 + b_n^2/2 + t_n \left( (c_n/2 + b_n^2 s_n^3 - 12 s_n^3 + 16 s_n - 17/2 + 8 b_n^2 s_n^2 (s_n - 1)^2) \right),
\]
where $s_n = 1 - \xi_n$ and $t_n = 1 - \mu_n$. By initial choice $x_1 = (0, 0, 1)$, we get the following table of the convergence and graph of the error term $d(x_{n+1}, x_n)$ of Theorem 4.2 by using GNU Octave program version 4.2.2-1ubuntu1 and performed on a PC desktop Intel(R) Core(TM) i5-5200U CPU @ 2.20 GHz, RAM 2.00 GB.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x_n$</th>
<th>error term $d(x_{n+1}, x_n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0,1.0000000000000000)</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>(0,0,0.5000000000000000)</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>(0,0,0.3750000000000000)</td>
<td>0.15625</td>
</tr>
<tr>
<td>4</td>
<td>(0,0,0.3125000000000000)</td>
<td>3.90x10^-3</td>
</tr>
<tr>
<td>5</td>
<td>(0,0,0.2734375000000000)</td>
<td>1.52x10^-3</td>
</tr>
<tr>
<td>6</td>
<td>(0,0,0.2460937500000000)</td>
<td>7.47x10^-4</td>
</tr>
<tr>
<td>7</td>
<td>(0,0,0.2258593750000000)</td>
<td>4.20x10^-4</td>
</tr>
<tr>
<td>8</td>
<td>(0,0,0.2094726562500000)</td>
<td>2.59x10^-4</td>
</tr>
<tr>
<td>9</td>
<td>(0,0,0.1963806152437500)</td>
<td>1.71x10^-4</td>
</tr>
<tr>
<td>10</td>
<td>(0,0,0.1854705810546875)</td>
<td>1.19x10^-4</td>
</tr>
<tr>
<td>11</td>
<td>(0,0,0.1761970520019531)</td>
<td>8.59x10^-5</td>
</tr>
<tr>
<td>12</td>
<td>(0,0,0.1681880950927734)</td>
<td>6.41x10^-5</td>
</tr>
<tr>
<td>13</td>
<td>(0,0,0.1611802577972412)</td>
<td>4.91x10^-5</td>
</tr>
</tbody>
</table>
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Figure 1. $d(x_{n+1}, x_n)$ converging to zero
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