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1. Introduction

Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ with inner product $(\cdot, \cdot)$ and induced norm $\| \cdot \|$, respectively. Let $P_C$ be the metric projection from $H$ onto $C$. Assume that $T : C \to H$ is a mapping on $C$ and that $F(T)$ is the set of fixed points of $T$, i.e., $F(T) = \{ x \in C : x = Tx \}$. We denote by $\mathbb{R}$ the set of all real numbers.

The mapping $T : C \to H$ is called:
(i) monotone if $(Tx - Ty, x - y) \geq 0 \ \forall x, y \in C$;
(ii) $\alpha$-strongly monotone if there exists $\alpha > 0$ such that
$$(Tx - Ty, x - y) \geq \alpha \| x - y \|^2 \ \forall x, y \in C,$$
(iii) $\beta$-inverse-strongly monotone if there exists $\beta > 0$ such that
$$(Tx - Ty, x - y) \geq \beta \| Tx - Ty \|^2, \ \forall x, y \in C. \quad (1.1)$$

It is clear that each inverse-strongly monotone mapping is monotone and Lipschitz continuous and that each strongly monotone and Lipschitz continuous mapping is inverse-strongly monotone but the converse is not true.

Variational inequality theory has emerged as an important tool in the study of a wide class of obstacle, unilateral, free, moving, equilibrium problems arising in several branches of pure and applied sciences in a unified and general framework. The literature on the variational inequalities is vast. Various efficient methods were developed by many authors and new iterative algorithms for solving other relevant problems were proposed, see e.g., [13], [11], [18], [22], [30], [29], [33], [34], and the references therein. However, iterative algorithms for solving variational inequalities is still an important and interesting topic.

Let $B_1, B_2 : C \to H$ be two nonlinear mappings. Recently, Ceng et al. [13], considered and studied the problem of finding $(x^*, y^*) \in C \times C$ such that

$$\begin{cases} (\rho B_1 y^* + x^* - y^*, x - x^*) \geq 0, & \forall x \in C, \\ (\eta B_2 x^* + y^* - x^*, x - y^*) \geq 0, & \forall x \in C, \end{cases} \quad (1.2)$$

which is called a general system of variational inequalities (GSVI), where $\rho$ and $\eta$ are two positive constants. In [13], problem (1.2) is transformed into a fixed point problem in the following way.

Lemma 1.1. (See [13]). For given $x^*, y^* \in C$, $(x^*, y^*)$ is a solution of problem (1.2) if and only if $x^* \in GSVI(C, B_1, B_2)$, where GSVI$(C, B_1, B_2)$ is the fixed point set of the mapping

$$G := P_C(I - \rho B_1)P_C(I - \eta B_2),$$

and $y^* = P_C(I - \eta B_2)x^*$.

Utilizing the equivalence between the problem (1.2) and the fixed-point problem, Ceng et al. [13] proposed a relaxed extragradient method for solving problem (1.2) and proved the strong convergence of the proposed method to a solution of problem (1.2).
On the other hand, let $E$ be a real Banach space whose dual space is denoted by $E^*$. The normalized duality mapping $J : E \to 2^{E^*}$ is defined by

$$J(x) = \{ \varphi \in E^*: \langle x, \varphi \rangle = \|x\|^2 = \|\varphi\|^2 \}, \quad \forall x \in E,$$

where $\langle \cdot, \cdot \rangle$ denotes the generalized duality pairing between $E$ and $E^*$. Recall that if $E$ is smooth then $J$ is single-valued. In the sequel, we denote by $j$ the single-valued normalized duality mapping.

Let $E$ be a smooth Banach space. Let $B_1, B_2 : C \to E$ be two nonlinear mappings. The general system of variational inequalities (GSVI) is to find $(x^*, y^*) \in C \times C$ such that

$$\begin{cases}
\langle \rho B_1 y^* + x^* - y^*, j(x - x^*) \rangle \geq 0, & \forall x \in C, \\
\langle \eta B_2 x^* + y^* - x^*, j(x - y^*) \rangle \geq 0, & \forall x \in C,
\end{cases}$$

(1.3)

where $\rho$ and $\eta$ are two positive constants. In particular, if $E = H$ a Hilbert space, it is easy to see that the GSVI (1.3) reduces to the GSVI (1.2).

In 2005, Verma [30] proved strong convergence of a two-step projection method for solving GSVI (1.2). This method proposed in [30] contains several known as well as new projection schemes as special cases, while some have been applied to the problems arising, especially from complementarity problems, convex quadratic programming and other variational problems, see [8, 12, 14, 29, 35, 36, 37] and the references therein. Many authors have studied the problems of finding a common element of the set of fixed points of nonlinear mappings and of the set of solutions to variational inequalities by iterative methods.

Furthermore, within the period of past 30 years, a great deal of effort has gone into the existence of zeros of accretive mappings or fixed points of pseudocontractive mappings (including nonexpansive mappings) and iterative construction of zeros of accretive mappings and of fixed points of pseudocontractive mappings, see, e.g., [4, 11, 14, 16, 17, 19, 26, 32]. In 2011, Ceng et al. [11] introduced an implicit viscosity approximation method for computing approximate fixed points of a pseudocontractive mapping $T$, deriving strong convergence theorems to a fixed point of $T$.

Motivated and inspired by the above researches, we introduce an implicit composite extragradient-like method for solving the general system of variational inequalities (GSVI) (1.3) with a hierarchical variational inequality (HVI) constraint for countably many uniformly Lipschitzian pseudocontractive self-mappings and an accretive operator. Under quite mild assumptions, we prove some convergence results for the proposed iteration method in a real Banach space. Our results improve, extend and develop the corresponding ones in the literature, see, [9, 11, 13, 14, 30].

2. Preliminaries

Let $E$ be a real Banach space with the dual $E^*$. Throughout this paper we write $x_n \to x$ (respectively, $x_n \rightharpoonup x$) to indicate that the sequence $\{x_n\}$ converges weakly (respectively, strongly) to $x$. Let $C$ be a nonempty closed convex subset of $E$. Recall that a mapping $T : C \to E$ is said to be:

(a) accretive if, for each $x, y \in C$, there exists $j(x - y) \in J(x - y)$ such that

$$\langle Tx - Ty, j(x - y) \rangle \geq 0,$$
where $J$ is the normalized duality mapping:
(b) $\alpha$-strongly accretive if, for each $x, y \in C$, there exists $j(x - y) \in J(x - y)$ such that
$$\langle Tx - Ty, j(x - y) \rangle \geq \alpha \|x - y\|^2$$
for some $\alpha \in (0, 1)$;
(c) $\lambda$-strictly pseudocontractive if, for each $x, y \in C$, there exists $j(x - y) \in J(x - y)$ such that
$$\langle Tx - Ty, j(x - y) \rangle \leq \|x - y\|^2 - \lambda \|(I - T)x - (I - T)y\|^2,$$
for some $\lambda \in (0, 1)$.
(d) pseudocontractive if, for each $x, y \in C$, there exists $j(x - y) \in J(x - y)$ such that
$$\langle Tx - Ty, j(x - y) \rangle \leq \|x - y\|^2.$$

Next, we introduce a concept, which will be used in the proof of our main results.

**Definition 2.1.** Let $C$ be a nonempty closed convex subset of a real Banach space $E$. Let $\{T_n\}_{n=0}^{\infty}$ be a sequence of continuous pseudocontractive self-mappings on $C$. Then $\{T_n\}_{n=0}^{\infty}$ is said to be a countable family of $\ell$-uniformly Lipschitzian pseudocontractive self-mappings on $C$ if there exists a constant $\ell > 0$ such that each $T_n$ is $\ell$-Lipschitz continuous.

**Example 2.1.** Let $\{T_n\}_{n=0}^{\infty}$ be a sequence of $\lambda$-strictly pseudocontractive self-mappings on $C$. Then $\{T_n\}_{n=0}^{\infty}$ is a countable family of $\ell$-uniformly Lipschitzian pseudocontractive self-mappings on $C$ with $\ell = 1 + \frac{1}{\lambda}$.

Some necessary notions and results are presented now.

**Proposition 2.1.** (See [4]). Let $C$ be a nonempty closed convex subset of a Banach space $E$. Let $T_0, T_1, \ldots$ be a sequence of mappings of $C$ into itself. Suppose that
$$\sum_{n=0}^{\infty} \sup \{\|T_n x - T_{n-1} x\| : x \in C\} < \infty.$$ 

Then, for each $y \in C$, $\{T_n y\}$ converges strongly to some point of $C$. Moreover, let $T$ be a mapping of $C$ into itself defined by $T y = \lim_{n \to \infty} T_n y$ for all $y \in C$. Then
$$\lim_{n \to \infty} \sup \{\|T x - T_n x\| : x \in C\} = 0.$$

Let $D$ be a subset of $C$ and let $\Pi$ be a mapping of $C$ into $D$. Then $\Pi$ is said to be sunny if $\Pi[\Pi(x) + t(x - \Pi(x))] = \Pi(x)$, whenever $\Pi(x) + t(x - \Pi(x)) \in C$ for $x \in C$ and $t \geq 0$. A mapping $\Pi$ of $C$ into itself is called a retraction if $\Pi^2 = \Pi$. If a mapping $\Pi$ of $C$ into itself is a retraction, then $\Pi(z) = z$ for each $z \in R(\Pi)$, where $R(\Pi)$ is the range of $\Pi$. A subset $D$ of $C$ is called a sunny nonexpansive retract of $C$ if there exists a sunny nonexpansive retraction from $C$ onto $D$.

**Proposition 2.2.** (See [26]). Let $C$ be a nonempty closed convex subset of a smooth Banach space $E$, $D$ be a nonempty subset of $C$ and $\Pi$ be a retraction of $C$ onto $D$. Then the following are equivalent:
(i) $\Pi$ is sunny and nonexpansive;
(ii) $\|\Pi(x) - \Pi(y)\|^2 \leq \langle x - y, j(\Pi(x) - \Pi(y)) \rangle$, $\forall x, y \in C$;
(iii) $\langle x - \Pi(x), j(y - \Pi(x)) \rangle \leq 0$, $\forall x \in C, y \in D$. 

It is well known that if $E$ is a Hilbert space, then a sunny nonexpansive retraction $H_C$ of $E$ onto $C$ coincides with the metric projection of $E$ onto $C$. Let $C$ be a nonempty closed convex subset of a uniformly convex and uniformly smooth Banach space $E$ and let $T$ be a nonexpansive mapping of $C$ into itself with the fixed point set $F(T) \neq \emptyset$. Then the set $F(T)$ is a sunny nonexpansive retract of $C$.

Recall that a (possibly multivalued) operator $A \subset E \times E$ with domain $D(A)$ and range $R(A)$ in a real Banach space $E$ is accretive if, for each $x_i \in D(A)$ and $y_i \in Ax_i$ ($i = 1, 2$), there exists $j(x_1 - x_2) \in J(x_1 - x_2)$ such that $\langle y_1 - y_2, j(x_1 - x_2) \rangle \geq 0$. An accretive operator $A$ is said to satisfy the range condition if $D(A) \subset R(I + rA)$ for all $r > 0$. An accretive operator $A$ is $m$-accretive if $R(I + rA) = E$ for each $r > 0$. If $A$ is an accretive operator which satisfies the range condition, then we can define, for each $r > 0$ a mapping $J_r : R(I + rA) \to D(A)$ by $J_r = (I + rA)^{-1}$, which is called the resolvent of $A$. It is well known that $J_r$ is nonexpansive and $F(J_r) = A^{-1}0$ for all $r > 0$. Hence, $F(J_r) = A^{-1}0 = \{x \in D(A) : 0 \in Ax\}$.

If $A^{-1}0 \neq \emptyset$, then the inclusion $0 \in Ax$ is solvable. The following resolvent identity is well known. More details on accretive operators can be found in [15].

**Proposition 2.3.** (Resolvent identity). For $\lambda, \mu > 0$ and $x \in E$,

$$J_\lambda x = J_\mu \left( \frac{\mu}{\lambda} x + \left( 1 - \frac{\mu}{\lambda} \right) J_\lambda x \right).$$

**Proposition 2.4.** (See [22]). Let $E$ be a smooth and uniformly convex Banach space, and let $r > 0$. Then there exists a strictly increasing, continuous, and convex function $g : [0, 2r) \to \mathbb{R}$, $g(0) = 0$ such that

$$g(\|x - y\|) \leq \|x\|^2 - 2\langle x, j(y) \rangle + \|y\|^2, \quad \forall x, y \in B_r,$$

where $B_r = \{x \in E : \|x\| \leq r\}$.

**Proposition 2.5.** (See [31]). Given a number $r > 0$. A real Banach space $E$ is uniformly convex if and only if there exists a continuous strictly increasing function $g : [0, \infty) \to [0, \infty)$, $g(0) = 0$ such that

$$\|x + (1 - \lambda)y\|^2 \leq \lambda\|x\|^2 + (1 - \lambda)\|y\|^2 - \lambda(1 - \lambda)g(\|x - y\|)$$

for all $\lambda \in [0, 1]$ and $x, y \in E$ such that $\|x\| \leq r$ and $\|y\| \leq r$.

In order to prove our main results, we need to use some lemmas in the sequel. The following lemma is an immediate consequence of the subdifferential inequality of the function $\frac{x}{2} \cdot \|x\|^2$.

**Lemma 2.6.** Let $E$ be a real Banach space and $J$ be the normalized duality mapping on $E$. Then for any given $x, y \in E$, the following inequality holds:

$$\|x + y\|^2 \leq \|x\|^2 + 2\langle y, j(x + y) \rangle, \quad \forall j(x + y) \in J(x + y).$$

**Lemma 2.7.** (See [14], Lemma 3.2). Let $C$ be a nonempty closed convex subset of a smooth Banach space $E$. Let $H_C$ be a sunny nonexpansive retraction from $E$ onto
Let \( C \), and let the mapping \( B_i : C \to E \) be \( \lambda_i \)-strictly pseudocontractive and \( \zeta_i \)-strongly accretive with \( \lambda_i + \zeta_i \geq 1 \) for \( i \in \{1, 2\} \). Let \( G : C \to C \) be the mapping defined by

\[
G := \Pi_C(I - \rho B_1) \Pi_C(I - \eta B_2).
\]

If

\[
1 - \frac{\lambda_1}{1 + \lambda_1} \left( 1 - \sqrt{\frac{1 - \zeta_1}{\lambda_1}} \right) \leq \rho \leq 1 \quad \text{and} \quad 1 - \frac{\lambda_2}{1 + \lambda_2} \left( 1 - \sqrt{\frac{1 - \zeta_2}{\lambda_2}} \right) \leq \eta \leq 1,
\]

then \( G : C \to C \) is nonexpansive.

**Lemma 2.8.** (See [5], Lemma 3). Let \( C \) be a nonempty closed convex subset of a strictly convex Banach space \( E \). Let \( \{T_n\}_{n=0}^\infty \) be a sequence of nonexpansive mappings on \( C \). Suppose that \( \bigcap_{n=0}^\infty F(T_n) \) is nonempty. Let \( \{\lambda_n\} \) be a sequence of positive numbers with \( \sum_{n=0}^\infty \lambda_n = 1 \). Then a mapping \( S \) on \( C \) defined by \( Sx = \sum_{n=0}^\infty \lambda_n T_n x \) for \( x \in C \) is defined well, nonexpansive and \( F(S) = \bigcap_{n=0}^\infty F(T_n) \) holds.

**Lemma 2.9.** (See [32]). Let \( E \) be a uniformly smooth Banach space, \( C \) be a nonempty closed convex subset of \( E \), \( T : C \to C \) be a nonexpansive mapping with \( F(T) \neq \emptyset \), and \( f \in E^*_C \) (the collection of all contractive self-mappings on \( C \)). Then the net \( \{x_t\} \) defined by \( x_t = tf(x_t) + (1-t)Tx_t, \forall t \in (0, 1) \), converges strongly to a point in \( F(T) \). If we define a mapping \( Q : E \to F(T) \) by

\[
Q(f) := s - \lim_{t \to 0} x_t, \forall f \in E^*_C,
\]

then \( Q(f) \) solves the VI: \( \langle (I - f) Q(f), j(Q(f) - x) \rangle \leq 0, \forall x \in F(T) \).

Recall that a gauge is a continuous strictly increasing function \( \varphi : [0, \infty) \to [0, \infty) \) such that \( \varphi(0) = 0 \) and \( \varphi(t) \to \infty \) as \( t \to \infty \). Associated to the gauge \( \varphi \) is the duality map \( J_\varphi : E \to 2^{E^*} \) defined by

\[
J_\varphi(x) = \{ \xi \in E^* : \langle x, \xi \rangle = \|x\|\varphi(\|x\|), \|\xi\| = \varphi(\|x\|) \}, \quad \forall x \in E.
\]

We say that a Banach space \( E \) has a weakly continuous duality map if there exists a gauge \( \varphi \) for which the duality map \( J_\varphi \) is single-valued and weak-to-weak* sequentially continuous. It is known that \( L^p \) has a weakly continuous duality map with gauge \( \varphi(t) = t^{p-1} \) for all \( 1 < p < \infty \). Set

\[
\Phi(t) = \int_0^t \varphi(s)ds, \quad \forall t \geq 0.
\]

Then \( J_\varphi(x) = \partial \Phi(\|x\|) \) for all \( x \in E \), where \( \partial \) denotes the subdifferential in the sense of convex analysis; see [28] for more details.

The first part of the following lemma is an immediate consequence of the subdifferential inequality, and the proof of the second part can be found in [23]. In what follows, we denote by \( j_\varphi \) the single-valued duality map \( J_\varphi \).
Proposition 2.10. Assume that $E$ has a weakly continuous duality map $j_{\varphi}$ with gauge $\varphi$.

(i) For all $x, y \in E$, the following inequality holds:
$$\Phi(\|x + y\|) \leq \Phi(\|x\|) + \langle y, j_{\varphi}(x + y) \rangle.$$ 

(ii) Assume that a sequence $\{x_n\}$ in $E$ is weakly convergent to a point $x$. Then the following identity holds:
$$\limsup_{n \to \infty} \Phi(\|x_n - y\|) = \limsup_{n \to \infty} \Phi(\|x_n - x\|) + \Phi(\|y - x\|), \quad \forall y \in E.$$ 

Lemma 2.11. (See [17], Theorem 3.1). Let $E$ be a reflexive Banach space and have a weakly continuous duality map $j_{\varphi}$ with gauge $\varphi$, let $C$ be a nonempty closed convex subset of $E$, let $T : C \to C$ be a nonexpansive mapping with $F(T) \neq \emptyset$, and let $f \in \Xi_C$. Then the net $\{x_t\}$ defined by $x_t = tf(x_t) + (1 - t)Tx_t$, $\forall t \in (0, 1)$, converges strongly to a point in $F(T)$ as $t \to 0^+$. Define $Q : \Xi_C \to F(T)$ by
$$Q(f) := s - \lim_{t \to 0^+} x_t.$$ 

Then $Q(f)$ solves the VI
$$\langle (I - f)Q(f), j_{\varphi}(Q(f) - x) \rangle \leq 0, \quad \forall x \in F(T).$$ 

Lemma 2.12. (See [32], Lemma 2.1). Let $\{a_n\}$ be a sequence of nonnegative real numbers satisfying the condition
$$a_{n+1} \leq (1 - \mu_n)a_n + \mu_n \nu_n, \quad \forall n \geq 0,$$ 
where $\{\mu_n\}$ and $\{\nu_n\}$ are sequences of real numbers such that

(i) $\{\mu_n\} \subset [0, 1]$ and $\sum_{n=0}^{\infty} \mu_n = \infty$, or equivalently,
$$\prod_{n=0}^{\infty} (1 - \mu_n) := \lim_{n \to \infty} \prod_{i=0}^{n} (1 - \mu_i) = 0;$$

(ii) $\limsup_{n \to \infty} \nu_n \leq 0$, or $\sum_{n=0}^{\infty} \mu_n |\nu_n| < \infty$.

Then $\lim_{n \to \infty} a_n = 0$.

Lemma 2.13. (See [27], Lemma 2). Let $\{x_n\}$ and $\{z_n\}$ be bounded sequences in a Banach space $E$, and let $\{\beta_n\}$ be a sequence of nonnegative numbers in $[0, 1]$ with $0 < \liminf_{n \to \infty} \beta_n \leq \limsup_{n \to \infty} \beta_n < 1$. Suppose that $x_{n+1} = \beta_n x_n + (1 - \beta_n)z_n$ for all integers $n \geq 0$ and $\limsup_{n \to \infty} (\|z_{n+1} - z_n\| - \|x_{n+1} - x_n\|) \leq 0$. Then $\lim_{n \to \infty} \|x_n - z_n\| = 0$.

Lemma 2.14. (See [7]). Let $C$ be a nonempty closed convex subset of a real smooth Banach space $E$, and let $F : C \to E$ be a mapping.

(i) If $F : C \to E$ is $\delta$-strongly accretive and $\zeta$-strictly pseudocontractive with $\delta + \zeta \geq 1$, then $I - F$ is nonexpansive, and $F$ is Lipschitz continuous with constant $1 + \frac{1}{\zeta}$;
(ii) If $F : C \to E$ is $\delta$-strongly accretive and $\zeta$-strictly pseudocontractive with $\delta + \zeta \geq 1$, then for any fixed $\alpha \in (0,1)$, $I - \alpha F$ is a contraction with coefficient $1 - \alpha \left(1 - \sqrt{\frac{1-\delta}{\zeta}}\right)$.

3. Formulations and Main Results

Throughout the paper, unless otherwise specified, $C$ is assumed to be a nonempty closed convex of a uniformly convex Banach space $E$. In addition, we assume that $E$ is either uniformly smooth or has a weakly continuous duality map $j_\varphi$ (with $\varphi$ a gauge function) and $\Pi_C$ is assumed to be a sunny nonexpansive retraction from $E$ onto $C$. Let $B_1, B_2 : C \to H$ be two nonlinear mappings. The general system of variational inequalities (GSVI) means to find $(x^*, y^*) \in C \times C$ such that

\[
\begin{aligned}
\langle \rho B_1 y^* + x^* - y^*, j(x - x^*) \rangle &\geq 0, \quad \forall x \in C, \\
\langle \eta B_2 x^* + y^* - x^*, j(x - y^*) \rangle &\geq 0, \quad \forall x \in C,
\end{aligned}
\]

where $\rho$ and $\eta$ are positive constants. We denote the solution set of this problem by $S(C, B_1, B_2)$. If GSVI$(C, B_1, B_2)$ is the fixed point set of the mapping

\[ G := \Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2), \]

then we have that $(x^*, y^*) \in S(C, B_1, B_2)$ if and only if $x^* \in \text{GSVI}(C, B_1, B_2)$ and $y^* = \Pi_C(I - \eta B_2)x^*$.

Let $A \subset E \times E$ be an accretive operator such that $D(A) \subset C$. The problem of finding the zeros of the accretive operator $A$ means to find $x^* \in D(A)$ such that

\[ x^* \in A^{-1}(0). \]

Let $\{T_n\}_{n=0}^\infty$ be a countable family of $\ell$-uniformly Lipschitzian pseudocontractive self-mappings on $C$. Then the problem of finding a common fixed point for this family means to find $x^* \in C$ such that

\[ x^* \in \bigcap_{n=0}^\infty F(T_n). \]

In this paper, we consider the problem of finding a common solution of above-mentioned three problems, that is, to find $x^* \in C$ such that

\[ x^* \in \bigcap_{n=0}^\infty F(T_n) \cap A^{-1}(0) \cap \text{GSVI}(C; B_1; B_2). \]

We are now in a position to state and prove the main results in this paper.

**Theorem 3.1.** Let $C$ be a nonempty closed convex subset of a uniformly convex Banach space $E$. Assume, in addition, that $E$ either is uniformly smooth or has a weakly continuous duality map $j_\varphi$ with gauge $\varphi$. Let $\Pi_C$ be a sunny nonexpansive retraction from $E$ onto $C$. Let $A \subset E \times E$ be an accretive operator in $E$ such that

\[ D(A) \subset C \subset \bigcap_{r>0} R(I + rA). \]

Let the mapping $B_i : C \to E$ be $\zeta_i$-strictly pseudocontractive and $\nu_i$-strongly accretive with $\zeta_i + \nu_i \geq 1$ for $i \in \{1, 2\}$. Let $f \in \Sigma_C$ with a contractive coefficient $k \in (0,1)$, and
Let $F : C \to E$ be $\delta$-strongly accretive and $\zeta$-strictly pseudocontractive with $\delta + \zeta \geq 1$. Let $\{T_n\}_{n=0}^\infty$ be a countable family of $\ell$-uniformly Lipschitzian pseudocontractive self-mappings on $C$ such that

\[ \Omega := \bigcap_{n=0}^\infty F(T_n) \cap \text{GSVI}(C, B_1, B_2) \cap A^{-1}0 \neq \emptyset \]

where GSVI($C, B_1, B_2$) is the fixed point set of the mapping

\[ G := \Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2) \]

with \(1 - \frac{\zeta_1}{1+\zeta_1} \left(1 - \sqrt{\frac{1-\zeta_1}{\zeta_1}}\right) \leq 1 - \frac{\zeta_2}{1+\zeta_2} \left(1 - \sqrt{\frac{1-\zeta_2}{\zeta_2}}\right) \leq 1 \).

For an arbitrary $x_0 \in C$, let $\{x_n\}$ be generated by

\[
\begin{align*}
\{z_n = \sigma_n x_n + (1 - \sigma_n)T_n z_n, \\
y_n = \beta_n f(x_n) + (1 - \beta_n)[\mu I + (1 - \mu)\Pi_C(I - \alpha_n F)]\Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2) z_n, \\
x_{n+1} &= \gamma_n x_n + (1 - \gamma_n)[\lambda y_n + (1 - \lambda)J_{r_n} y_n], \quad \forall n \geq 0,
\end{align*}
\]

where $\lambda, \mu \in (0, 1)$, $\{\alpha_n\}, \{\beta_n\}, \{\gamma_n\}$ and $\{\sigma_n\}$ are the sequences in $(0, 1)$ and $\{r_n\}$ is a sequence in $(0, \infty)$. Suppose that the following conditions hold:

(i) \(\lim_{n \to \infty} \beta_n = 0 \) and \(\sum_{n=0}^\infty \beta_n = \infty\);

(ii) \(\lim_{n \to \infty} |\sigma_{n+1} - \sigma_n| = 0 \) and \(\lim_{n \to \infty} \alpha_n/\beta_n = 0\);

(iii) \(0 < \liminf_{n \to \infty} \gamma_n \leq \limsup_{n \to \infty} \gamma_n < 1 \) and \(0 < \liminf_{n \to \infty} \sigma_n \leq \limsup_{n \to \infty} \sigma_n < 1\);

(iv) \(\lim_{n \to \infty} |r_{n+1} - r_n| = 0 \) and \(r_n \geq \varepsilon > 0 \) $\forall n \geq 0$.

Assume that $\sum_{n=1}^\infty \sup_{x \in D} \|T_n x - T_{n-1} x\| < \infty$ for any bounded subset $D$ of $C$, and let $T$ be a mapping of $C$ into itself defined by $Tx = \lim_{n \to \infty} T_n x$ for all $x \in C$, and suppose that $F(T) = \bigcap_{n=0}^\infty F(T_n)$. Then the following statements hold:

(a) if $E$ is uniformly smooth, then $\{x_n\}$ converges strongly to $x^* \in \Omega$, which solves the VI: \(\langle (I - f)x^*, j(x^* - x) \rangle \leq 0, \forall x \in \Omega\);

(b) if $E$ has a weakly continuous duality map $j_\varphi$ with gauge $\varphi$, then $\{x_n\}$ converges strongly to $x^* \in \Omega$, provided \(\|x_n - y_n\| = o(\beta_n)\), which solves the VI:

\(\langle (I - f)x^*, j_\varphi(x^* - x) \rangle \leq 0, \forall x \in \Omega\).

Proof. First of all, taking into account $0 < \lim\inf_{n \to \infty} \sigma_n \leq \lim\sup_{n \to \infty} \sigma_n < 1$, we may assume, without loss of generality, that $\{\sigma_n\} \subset [a, b] \subset (0, 1)$ for some $a, b \in (0, 1)$.

Note that the mapping $G : C \to C$ is defined as $G := \Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2)$, where

\[1 - \frac{\zeta_1}{1+\zeta_1} \left(1 - \sqrt{\frac{1-\zeta_1}{\zeta_1}}\right) \leq 1 - \frac{\zeta_2}{1+\zeta_2} \left(1 - \sqrt{\frac{1-\zeta_2}{\zeta_2}}\right) \leq \eta \leq 1. \]

So, by Lemma 2.7, we obtain that $G$ is nonexpansive. It is easy to see that for each $n \geq 0$ there exists a unique element $z_n \in C$ such that

\[z_n = \sigma_n x_n + (1 - \sigma_n)T_n z_n. \quad (3.2)\]
So, it can be readily seen that the implicit composite iterative scheme (3.1) can be rewritten as
\[
\begin{align*}
    z_n &= \sigma_n x_n + (1 - \sigma_n) T_n z_n, \\
    y_n &= \beta_n f(x_n) + (1 - \beta_n) [\mu G\zeta_n + (1 - \mu) \Pi_C (I - \alpha_n F) G\zeta_n], \\
    x_{n+1} &= \gamma_n x_n + (1 - \gamma_n) [\lambda y_n + (1 - \lambda) J_{r_n} y_n], \quad \forall n \geq 0,
\end{align*}
\] (3.3)

Next, we divide the rest of the proof into several steps.

**Step 1.** We claim that \( \{x_n\}, \{y_n\}, \{\zeta_n\}, \{F(\zeta_n)\}, \{J_{r_n} y_n\} \) and \( \{T_n \zeta_n\} \) are bounded. Indeed, take an element \( p \in \Omega = \bigcap_{n=0}^{\infty} F(T_n) \cap GSVI(C, B_1, B_2) \cap A^{-1} 0 \) arbitrarily. Then we have \( T_n p = \hat{p} \), \( Gp = p \) and \( J_{r_n} p = \hat{p} \). Since each \( T_n : C \to C \) is a pseudocontraction mapping, it follows that
\[
\|z_n - p\|^2 \leq \sigma_n \|x_n - \hat{p}\| \|z_n - \hat{p}\| + (1 - \sigma_n) \|z_n - p\|^2,
\]
which hence yields
\[
\|z_n - \hat{p}\| \leq \|x_n - \hat{p}\|, \quad \forall n \geq 0. \tag{3.4}
\]
Because \( \lim_{n \to \infty} \frac{\alpha_n}{\beta_n} = 0 \), we may assume without loss of generality that \( \alpha_n \leq \beta_n \) for all \( n \geq 0 \). Noting that \( F : C \to E \) is \( \delta \)-strongly accretive and \( \zeta \)-strictly pseudocontractive with \( \delta + \zeta \geq 1 \), we deduce from (3.3), (3.4) and Lemma 2.14 that
\[
\begin{align*}
    \|y_n - \hat{p}\| &\leq \beta_n \left[ \|f(x) - f(\hat{p})\| + \|f(\hat{p}) - p\| \right] \\
    &\quad + (1 - \beta_n) \left[ \|G\zeta_n - p\| + (1 - \mu) \| (I - \alpha_n F) G\zeta_n - (I - \alpha_n F)p \| + \alpha_n \|F(p)\| \right] \\
    &\leq \beta_n k \|x_n - \hat{p}\| + \beta_n \|f(\hat{p}) - p\| \\
    &\quad + (1 - \beta_n) \left[ \|G\zeta_n - p\| + (1 - \mu) \| (I - \alpha_n \tau) G\zeta_n - p \| + \alpha_n \|F(p)\| \right] \\
    &\leq (1 - (1 - k) \beta_n) \|x_n - \hat{p}\| + (1 - k) \beta_n \frac{\|f(\hat{p}) - p\| + \|F(p)\|}{1 - k} \\
    &\leq \max \left\{ \|x_n - \hat{p}\|, \frac{\|f(\hat{p}) - p\| + \|F(p)\|}{1 - k} \right\}, \tag{3.5}
\end{align*}
\]
where \( \tau := 1 - \sqrt{\frac{1 - \delta}{\zeta}} \in [0, 1) \). Since \( J_{r_n} \) is nonexpansive, from (3.3) and (3.5) it follows that
\[
\|x_{n+1} - \hat{p}\| \leq \gamma_n \|x_n - \hat{p}\| + (1 - \gamma_n) \|y_n - \hat{p}\| \\
\leq \max \left\{ \|x_n - \hat{p}\|, \frac{\|f(\hat{p}) - p\| + \|F(p)\|}{1 - k} \right\}, \quad \forall n \geq 0.
\]
By induction, we conclude that
\[
\|x_n - \hat{p}\| \leq \max \left\{ \|x_0 - \hat{p}\|, \frac{\|f(\hat{p}) - p\| + \|F(p)\|}{1 - k} \right\}, \quad \forall n \geq 0. \tag{3.6}
\]
It then follows that \( \{x_n\} \) is bounded, and so are the sequences \( \{y_n\}, \{\zeta_n\}, \{F(\zeta_n)\} \) and \( \{J_{r_n} y_n\} \) (due to (3.4), (3.5) and the Lipschitz continuity of \( G \), \( J_{r_n} \) and \( F \)). Since \( \{T_n\} \) is \( \ell \)-uniformly Lipschitzian on \( C \), we know that \( \{T_n \zeta_n\} \) is bounded.
**Step 2.** We claim that $\|x_{n+1} - x_n\| \to 0$ as $n \to \infty$. Indeed, writing

$$x_{n+1} = \gamma_n x_n + (1 - \gamma_n) \hat{z}_n,$$

where $\hat{z}_n := \lambda y_n + (1 - \lambda) J_{r_n} y_n$, \(\forall n \geq 0\), we get

$$\hat{z}_{n+1} - \hat{z}_n = \lambda (y_{n+1} - y_n) + (1 - \lambda) (J_{r_{n+1}} y_{n+1} - J_{r_n} y_n).$$  \hspace{1cm} (3.7)

From (3.3) we have

$$y_n = \beta_n f(x_n) + (1 - \beta_n) W_n \hat{z}_n,$$

where

$$W_n := \mu G + (1 - \mu) H_C (I - \alpha_n F) G, \ \forall \ n \geq 0.$$  

Simple calculations show that

$$y_n - y_{n-1} = \beta_n (f(x_n) - f(x_{n-1})) + (\beta_n - \beta_n-1) (f(x_{n-1}) - W_{n-1} \hat{z}_{n-1})$$

$$+ (1 - \beta_n)(W_n \hat{z}_n - W_{n-1} \hat{z}_{n-1}).$$ \hspace{1cm} (3.8)

Also, simple calculations show that

$$z_n - z_{n-1} = \sigma_n (x_n - x_{n-1}) + (1 - \sigma_n) (T_n z_n - T_{n-1} z_{n-1}) + (\sigma_n - \sigma_n-1) (x_{n-1} - T_{n-1} z_{n-1}),$$

which hence yields

$$\|z_n - z_{n-1}\|^2 \leq \sigma_n \|x_n - x_{n-1}\| \|z_n - z_{n-1}\| + (1 - \sigma_n) \|T_n z_n - T_{n-1} z_{n-1}\| \|z_n - z_{n-1}\|$$

$$+ \|z_n - z_{n-1}\|^2 + |\sigma_n - \sigma_n-1| \|x_{n-1} - T_{n-1} z_{n-1}\| \|z_n - z_{n-1}\|.$$  

So it follows that

$$\|z_n - z_{n-1}\| \leq \|x_n - x_{n-1}\| + \frac{1}{\lambda} \|T_n z_n - T_{n-1} z_{n-1}\| + |\sigma_n - \sigma_n-1| \frac{\|x_{n-1} - T_{n-1} z_{n-1}\|}{\lambda}.$$  \hspace{1cm} (3.9)

Putting $D = \{z_n : n \geq 0\}$, we know that $D$ is a bounded subset of $C$. Then by the assumption we get

$$\sum_{n=1}^{\infty} \sup_{x \in D} \|T_n x - T_{n-1} x\| < \infty.$$  

Noting that $\|T_n z_n - T_{n-1} z_{n-1}\| \leq \sup_{x \in D} \|T_n x - T_{n-1} x\|$, \(\forall n \geq 1\), we have

$$\sum_{n=1}^{\infty} \|T_n z_n - T_{n-1} z_{n-1}\| < \infty.$$ \hspace{1cm} (3.10)

Furthermore, if $r_{n-1} \leq r_n$, using

$$J_{r_n} y_n = J_{r_{n-1}} \left( \frac{r_{n-1}}{r_n} y_n + (1 - \frac{r_{n-1}}{r_n}) J_{r_n} y_n \right)$$

(due to Proposition 2.3), we get

$$\|J_{r_n} y_n - J_{r_{n-1}} y_{n-1}\| \leq \|y_n - y_{n-1}\| + \frac{1}{\lambda} |r_n - r_{n-1}| \|J_{r_n} y_n - y_{n-1}\|.$$  

If $r_n \leq r_{n-1}$, we similarly get

$$\|J_{r_n} y_n - J_{r_{n-1}} y_{n-1}\| \leq \|y_n - y_{n-1}\| + \frac{1}{\lambda} |r_{n-1} - r_n| \|J_{r_{n-1}} y_{n-1} - y_n\|.$$
Thus, combining the above cases, we obtain

\[ \|J_{r_n}y_n - J_{r_{n-1}}y_{n-1}\| \leq \|y_n - y_{n-1}\| + M_0|r_n - r_{n-1}|, \quad \forall n \geq 1, \tag{3.11} \]

where

\[
\sup_{n \geq 1} \left\{ \frac{1}{\varepsilon} \left( \|J_{r_n}y_n - y_{n-1}\| + \|J_{r_{n-1}}y_{n-1} - y_n\| \right) \right\} \leq M_0
\]

for some $M_0 > 0$. Utilizing Lemma 2.14, we deduce from (3.8) and (3.9) that for all $n \geq 1$

\[
\|y_n - y_{n-1}\| \leq \beta_n \|f(x_n) - f(x_{n-1})\| + |\beta_n - \beta_{n-1}|\|f(x_{n-1}) - W_{n-1}z_{n-1}\|
\]

\[
+ (1 - \beta_n)|\mu|\|Gz_n - Gz_{n-1}\| + (1 - \mu)|\mu|\|I - \alpha_nF\|Gz_n - \Phi_z(I - \alpha_nF)Gz_{n-1}\|
\]

\[
\leq \beta_n k\|x_n - x_{n-1}\| + |\beta_n - \beta_{n-1}|\|f(x_{n-1}) - W_{n-1}z_{n-1}\| + (1 - \beta_n)|\|x_n - x_{n-1}\| + 1\|T_n z_n - T_{n-1}z_n\| + |\sigma_n - \sigma_{n-1}|\|T_n z_n - T_{n-1}z_n\|
\]

\[
\leq \|x_n - x_{n-1}\| + M(|\alpha_n - \alpha_{n-1}| + |\beta_n - \beta_{n-1}|)
\]

\[
+ |\sigma_n - \sigma_{n-1}| + \|T_n z_n - T_{n-1}z_n\|, \tag{3.12}
\]

where $\tau = 1 - \frac{1 - \delta}{\delta}$ and

\[
\sup_{n \geq 0} \left\{ \|f(x_n)\| + \|Gz_n\| + \|\Phi_z(I - \alpha_nF)Gz_n\| + \frac{1}{\alpha} \|T_n z_n - T_{n-1}z_n\| + \|F(Gz_n)\| \right\} \leq M
\]

for some $M > 0$. Thus, from (3.7), (3.11) and (3.12) we deduce that

\[
\|\hat{z}_{n+1} - \hat{z}_n\| \leq \|x_{n+1} - x_n\| + M(|\alpha_{n+1} - \alpha_n| + |\beta_{n+1} - \beta_n| + |\sigma_{n+1} - \sigma_n|
\]

\[
+ \|T_{n+1} z_{n+1} - T_n z_{n+1}\| + M_0|r_{n+1} - r_n|,
\]

which implies that

\[
\|\hat{z}_{n+1} - \hat{z}_n\| - \|x_{n+1} - x_n\| \leq M(|\alpha_{n+1} - \alpha_n| + |\beta_{n+1} - \beta_n| + |\sigma_{n+1} - \sigma_n|
\]

\[
+ \|T_{n+1} z_{n+1} - T_n z_{n+1}\| + M_0|r_{n+1} - r_n|. \tag{3.13}
\]

From (3.10) and conditions (i), (ii), (iv) we get $\limsup_{n \to \infty} \|\hat{z}_{n+1} - \hat{z}_n\| - \|x_{n+1} - x_n\| \leq 0$.

It follows from Lemma 2.13 and condition (iii) that $\lim_{n \to \infty} \|\hat{z}_n - x_n\| = 0$. Hence we get

\[
\lim_{n \to \infty} \|x_{n+1} - x_n\| = \lim_{n \to \infty} (1 - \gamma_n)\|\hat{z}_n - x_n\| = 0. \tag{3.14}
\]

**Step 3.** We claim that $\|x_n - Gx_n\| \to 0$, $\|J_{r_n}x_n - x_n\| \to 0$ and $\|T_n x_n - x_n\| \to 0$ as $n \to \infty$. Indeed, we put $u_n := \Phi_z(I - \alpha_nF)Gz_n$. According to Proposition 2.2 (iii) we have

\[
\|(I - \alpha_nF)Gz_n - \Phi_z(I - \alpha_nF)Gz_n, j(u_n - p)\| \leq 0,
\]

which hence leads to

\[
\|u_n - p\|^2 = \|(I - \alpha_nF)Gz_n - (I - \alpha_nF)Gz_n, j(u_n - p)\|
\]

\[
+ \|(I - \alpha_nF)Gz_n - p, j(u_n - p)\|
\]

\[
\leq \frac{1}{2}\|Gz_n - p\|^2 + \frac{1}{2}\|u_n - p\|^2 + \alpha_n \|F(p)\||p - u_n|.
\]
It immediately follows that
\[ \|u_n - p\|^2 \leq \|Gz_n - p\|^2 + 2\alpha_n \|F(p)\|\|p - u_n\|. \] (3.15)
Utilizing Proposition 2.5, from (3.3) and (3.4) we get
\[ \|y_n - p\|^2 \leq \beta_n k \|x_n - p\|^2 + (1 - \beta_n)\|Gz_n - p\|^2 + (1 - \mu)\|u_n - p\|^2 \\
+ 2\beta_n (f(p) - p) j(y_n - p)) \]
\[ \leq [1 - (1 - k)\beta_n] \|x_n - p\|^2 + 2\alpha_n \|F(p)\|\|p - u_n\| + 2\beta_n (f(p) - p) j(y_n - p)) \]
\[ \leq \|x_n - p\|^2 + 2\alpha_n \|F(p)\|\|p - u_n\| + 2\beta_n \|f(p) - p\|\|y_n - p\|, \] (3.16)
which together with Proposition 2.4, yields
\[ \|x_{n+1} - p\|^2 \leq \gamma_n \|x_n - p\|^2 + (1 - \gamma_n)\|\lambda y_n - p\|^2 + (1 - \lambda)\|J_{r_n} y_n - p\|^2 \\
- \lambda (1 - \lambda) g_1 (\|y_n - J_{r_n} y_n\|) \]
\[ \leq \gamma_n \|x_n - p\|^2 + (1 - \gamma_n) \|x_n - p\|^2 + 2\alpha_n \|F(p)\|\|p - u_n\| \\
+ 2\beta_n (f(p) - p) \|y_n - p\| - \lambda (1 - \lambda) g_1 (\|y_n - J_{r_n} y_n\|) \]
\[ \leq \|x_n - p\|^2 + 2\alpha_n \|F(p)\|\|p - u_n\| + 2\beta_n \|f(p) - p\|\|y_n - p\| \\
- (1 - \gamma_n) \lambda (1 - \lambda) g_1 (\|y_n - J_{r_n} y_n\|). \]
So it follows that
\( (1 - \gamma_n) \lambda (1 - \lambda) g_1 (\|y_n - J_{r_n} y_n\|) \leq (\|x_n - p\| + \|x_{n+1} - p\|) \|x_n - x_{n+1}\| \\
+ 2\alpha_n \|F(p)\|\|p - u_n\| + 2\beta_n \|f(p) - p\|\|y_n - p\|. \)
Since \( \lambda \in (0, 1) \), \( \lim \inf (1 - \gamma_n) > 0 \), \( \lim \beta_n = 0 \) and \( \lim \alpha_n = 0 \), from (3.14) and the boundedness of \( \{x_n\}, \{y_n\}, \{u_n\} \) we conclude that \( \lim_{n \to \infty} g_1 (\|y_n - J_{r_n} y_n\|) = 0 \).
Utilizing the properties of \( g_1 \), we get
\[ \lim_{n \to \infty} \|y_n - J_{r_n} y_n\| = 0. \] (3.17)
Note that \( x_{n+1} - x_n = (1 - \gamma_n) (y_n - x_n) + (1 - \gamma_n) (1 - \lambda) (J_{r_n} y_n - y_n) \). It immediately follows that
\[ (1 - \gamma_n) \|y_n - x_n\| \leq \|x_{n+1} - x_n\| + (1 - \gamma_n) (1 - \lambda) \|J_{r_n} y_n - y_n\| \\
\leq \|x_{n+1} - x_n\| + \|J_{r_n} y_n - y_n\|. \]
Thus, from (3.14), (3.17) and \( \lim \inf (1 - \gamma_n) > 0 \), we have
\[ \lim_{n \to \infty} \|y_n - x_n\| = 0. \] (3.18)
Also, according to (3.2) we have
\[ \|z_n - p\|^2 = \sigma_n \langle x_n - p, j(z_n - p) \rangle + (1 - \sigma_n) \langle T_n z_n - p, j(z_n - p) \rangle \\
\leq \sigma_n \langle x_n - p, j(z_n - p) \rangle + (1 - \sigma_n) \|z_n - p\|^2, \]
which together with Proposition 2.4, yields
\[ \|z_n - p\|^2 \leq \langle x_n - p, j(z_n - p) \rangle \leq \frac{1}{2} \|x_n - p\|^2 + \|z_n - p\|^2 - g_2 (\|x_n - z_n\|). \]
This immediately implies that \( \|z_n - p\|^2 \leq \|x_n - p\|^2 - g_2(\|x_n - z_n\|) \), which together with (3.16), yields

\[
\|y_n - p\|^2 \leq \beta_n k \|x_n - p\|^2 + (1 - \beta_n) \|z_n - p\|^2 + 2\alpha_n \|F(p)\| \|p - u_n\| \\
+ 2\beta_n \|f(p) - p, j(y_n - p)\| \\
\leq \|x_n - p\|^2 - (1 - \beta_n) g_2(\|x_n - z_n\|) + 2\alpha_n \|F(p)\| \|p - u_n\| \\
+ 2\beta_n \|f(p) - p\| \|y_n - p\|,
\]

which hence yields

\[
(1 - \beta_n) g_2(\|x_n - z_n\|) \leq (\|x_n - p\| + \|y_n - p\|) \|x_n - y_n\| + 2\alpha_n \|F(p)\| \|p - u_n\| \\
+ 2\beta_n \|f(p) - p\| \|y_n - p\|.
\]

Since \( \lim_{n \to \infty} \beta_n = 0 \) and \( \lim_{n \to \infty} \alpha_n = 0 \), from (3.18) and the boundedness of \( \{x_n\}, \{y_n\}, \{u_n\} \) we conclude that \( \lim_{n \to \infty} g_2(\|x_n - z_n\|) = 0 \). Utilizing the properties of \( g_2 \), we get

\[
\lim_{n \to \infty} \|x_n - z_n\| = 0. \tag{3.19}
\]

Also, observe that

\[
y_n - x_n = \beta_n (f(x_n) - x_n) + (1 - \beta_n) (Gz_n - x_n) + (1 - \beta_n) (1 - \mu) (u_n - Gz_n). \tag{3.20}
\]

It immediately follows that

\[
(1 - \beta_n) \|Gz_n - x_n\| \leq \|y_n - x_n\| + \beta_n \|f(x_n) - x_n\| + (1 - \beta_n) (1 - \mu) \|u_n - Gz_n\| \\
\leq \|y_n - x_n\| + \beta_n \|f(x_n) - x_n\| + \alpha_n \|F(Gz_n)\|.
\]

Since \( \lim_{n \to \infty} \beta_n = 0 \) and \( \lim_{n \to \infty} \alpha_n = 0 \), from (3.18) and the boundedness of \( \{x_n\}, \{f(x_n)\}, \{F(Gz_n)\} \) we conclude that \( \lim_{n \to \infty} \|Gz_n - x_n\| = 0 \). Meantime, it is clear that

\[
\|x_n - Gx_n\| \leq \|x_n - Gz_n\| + \|z_n - x_n\|.
\]

From (3.19) we have

\[
\lim_{n \to \infty} \|x_n - Gx_n\| = 0. \tag{3.21}
\]

Further, since

\[
\|x_n - J_{r_n} x_n\| \leq \|x_n - y_n\| + \|y_n - J_{r_n} x_n\| \leq 2\|x_n - y_n\| + \|y_n - J_{r_n} y_n\|,
\]

from (3.17) and (3.18) we have

\[
\lim_{n \to \infty} \|x_n - J_{r_n} x_n\| = 0. \tag{3.22}
\]

In addition, combining (3.2) with (3.19), implies that

\[
\|T_n z_n - z_n\| = \frac{\sigma_n}{1 - \sigma_n} \|x_n - z_n\| \leq \frac{b}{1 - b} \|x_n - z_n\| \to 0 \quad (n \to \infty). \tag{3.23}
\]

Since \( \{T_n\}_{n=0}^\infty \) is \( \ell \)-uniformly Lipschitzian on \( C \), we deduce from (3.19) and (3.23) that

\[
\|T_n x_n - x_n\| \leq \|T_n x_n - T_n z_n\| + \|T_n z_n - z_n\| + \|z_n - x_n\| \\
= (\ell + 1)\|x_n - z_n\| + \|T_n z_n - z_n\| \to 0 \quad (n \to \infty). \tag{3.24}
\]
Step 4. We claim that \( \|x_n - T x_n\| \to 0 \) and \( \|x_n - J_r x_n\| \to 0 \) as \( n \to \infty \) where \( T := (2I - T)^{-1} \) and \( r \in (0, \varepsilon) \). Indeed, it is clear that \( T : C \to C \) is pseudocontractive and \( \ell \)-Lipschitzian. Utilizing the boundedness of \( \{x_n\} \) and putting \( D = \overline{conv}\{x_n : n \geq 0\} \) (the closed convex hull of the set \( \{x_n : n \geq 0\} \)), from the assumption we have
\[
\sum_{n=1}^{\infty} \sup_{x \in D} \|T_n x - T_{n-1} x\| < \infty.
\]
Hence, by Proposition 2.1 we get \( \lim_{n \to \infty} \sup_{x \in D} \|T_n x - T x\| = 0 \), which immediately yields
\[
\lim_{n \to \infty} \|T_n x_n - T x_n\| = 0. \tag{3.25}
\]
Thus, combining (3.24) with (3.25) we have
\[
\|x_n - T x_n\| \leq \|x_n - T x_n\| + \|T_n x_n - T x_n\| \to 0 \quad (n \to \infty). \tag{3.26}
\]
Next, let us show that if we define \( T := (2I - T)^{-1} \), then \( T : C \to C \) is nonexpansive,
\[
F(T) = F(T) = \bigcap_{n=0}^{\infty} F(T_n) \text{ and } \lim_{n \to \infty} \|x_n - T x_n\| = 0.
\]
Indeed, put \( T := (2I - T)^{-1} \), where \( I \) is the identity mapping of \( E \). Then it is known that \( T \) is nonexpansive and the fixed point set
\[
F(T) = F(T) = \bigcap_{n=0}^{\infty} F(T_n),
\]
as a consequence of Theorem 6 of [25]. From (3.26) it follows that
\[
\|x_n - T x_n\| = \|T T^{-1} x_n - T x_n\| \leq \|T^{-1} x_n - x_n\| = \|(2I - T) x_n - x_n\| = \|x_n - T x_n\| \to 0 \quad (n \to \infty). \tag{3.27}
\]
In addition, let us show that \( \lim_{n \to \infty} \|J_r x_n - x_n\| = 0 \) for any given \( r \in (0, \varepsilon) \). In fact, by Proposition 2.3, we get
\[
\|J_{r_n} x_n - J_r x_n\| = \left| J_r \left( \frac{r}{r_n} x_n + \left( 1 - \frac{r}{r_n} \right) J_{r_n} x_n \right) - J_r x_n \right| \leq \|x_n - J_{r_n} x_n\|,
\]
which together with (3.22), implies that
\[
\|x_n - J_r x_n\| \leq \|x_n - J_{r_n} x_n\| + \|J_{r_n} x_n - J_r x_n\| \leq 2\|x_n - J_{r_n} x_n\| \to 0 \quad (n \to \infty). \tag{3.28}
\]
Step 5. We claim that \( \{x_n\} \) converges strongly to \( x^* \in \Omega \). Indeed, we define a mapping
\[
W x := \theta_1 T x + \theta_2 G x + (1 - \theta_1 - \theta_2) J_r x, \quad \forall x \in C,
\]
where \( \theta_1, \theta_2 \in (0, 1) \) are two constants with \( \theta_1 + \theta_2 < 1 \). Then from Lemma 2.8 it is easy to see that \( W \) is nonexpansive and
\[
F(W) = F(T) \cap F(G) \cap F(J_r) = \bigcap_{n=1}^{\infty} F(T_n) \cap \text{GSVI}(C, B_1, B_2) \cap A^{-1} 0(=:\Omega) \neq \emptyset. \tag{3.29}
\]
Since
\[ \|x_n - Wx_n\| \leq \theta_1\|Tx_n - x_n\| + \theta_2\|Gx_n - x_n\| + (1 - \theta_1 - \theta_2)\|J_{x_n} - x_n\|, \]
from (3.21), (3.27) and (3.28), we get \( \lim_{n \to \infty} \|x_n - Wx_n\| = 0. \)

In the following, we discuss two cases.

(i) First, suppose that \( E \) is uniformly smooth. Let \( x_t \) be the unique fixed point of the contraction mapping \( T_t \) given by \( T_t x = tf(x) + (1 - t)Wx, \forall t \in (0, 1). \)

By Lemma 2.9, we can define \( x^* := \lim_{t \to 0^+} x_t, \) and \( x^* \in F(W) = \Omega \) solves the VI:
\[ (x^* - f(x^*), j(x^* - x)) \leq 0, \forall x \in \Omega. \]

Let us show that
\[ \limsup_{n \to \infty} (f(x_n) - x^*, j(x_n - x^*)) \leq 0. \]  
(3.30)

Note that \( x_t - x_n = t(f(x_t) - x_n) + (1 - t)(Wx_t - x_n). \) Applying Lemma 2.6, we derive
\[ \|x_t - x_n\|^2 \leq (1 - t)^2(\|Wx_t - Wx_n\|^2 + \|Wx_n - x_n\|^2)
+ 2t(f(x_t) - x_t, j(x_t - x_n)) + 2t\|x_t - x_n\|^2
\leq (1 - t)^2\|x_t - x_n\|^2 + a_n(t)
+ 2t(f(x_t) - x_t, j(x_t - x_n)) + 2t\|x_t - x_n\|^2, \]
where \( a_n(t) = \|Wx_n - x_n\|^2(2\|x_t - x_n\|^2 + \|Wx_n - x_n\|) \to 0 \) as \( n \to \infty. \) The last inequality implies
\[ (x_t - f(x_t), j(x_t - x_n)) \leq \frac{t}{2}\|x_t - x_n\|^2 + \frac{1}{2t}a_n(t). \]

It follows that
\[ \limsup_{n \to \infty} (f(x_t) - x^*, j(x_t - x_n)) \leq M_1 \frac{t}{2}, \]  
(3.31)

where \( M_1 > 0 \) is a constant such that \( M_1 \geq \|x_t - x_n\|^2 \) for all \( n \geq 0 \) and small enough \( t \in (0, 1). \) Taking the limsup as \( t \to 0^+ \) in (3.31) and noticing the fact that the two limits are interchangeable due to the fact that the duality map \( j(\cdot) \) is norm-to-norm uniformly continuous on any bounded subset of \( E, \) we get (3.30).

Now, let us show that \( x_n \to x^* \) as \( n \to \infty. \) Indeed, from (3.18) we get
\[ \|(y_n - x^*) - (x_n - x^*)\| \to 0 (n \to \infty). \]

Since \( j(\cdot) \) is norm-to-norm uniformly continuous on any bounded subset of \( E, \) we deduce from (3.30) that
\[ \limsup_{n \to \infty} (f(x^*) - x^*, j(y_n - x^*)) = \limsup_{n \to \infty} (f(x^*) - x^*, j(x_n - x^*)) \leq 0. \]  
(3.32)

Since
\[ x_{n+1} = \gamma_n x_n + (1 - \gamma_n)[\lambda y_n + (1 - \lambda)J_{x_n} y_n], \]
putting $p = x^* \in \Omega$ we get from (3.16)

$$
\|y_n - x^*\|^2 \leq \beta_n k \|x_n - x^*\|^2 + (1 - \beta_n)\|x_n - x^*\|^2 + 2\alpha_n \|F(x^*)\|\|x^* - u_n\|
$$

$$
+ 2\beta_n \langle f(x^*) - x^*, j(y_n - x^*) \rangle
$$

$$
\leq [1 - (1 - k)\beta_n]\|x_n - x^*\|^2 + 2\alpha_n \|F(x^*)\|\|x^* - u_n\|
$$

$$
+ 2\beta_n \langle f(x^*) - x^*, j(y_n - x^*) \rangle,
$$

which hence implies that

$$
\|x_{n+1} - x^*\|^2 \leq \gamma_n \|x_n - x^*\|^2 + (1 - \gamma_n)\|y_n - x^*\|^2
$$

$$
\leq \gamma_n \|x_n - x^*\|^2 + (1 - \gamma_n)\{(1 - \gamma_n)\beta_n\|x_n - x^*\|^2
$$

$$
+ 2\alpha_n \|F(x^*)\|\|x^* - u_n\| + 2\beta_n \langle f(x^*) - x^*, j(y_n - x^*) \rangle\}
$$

$$
= [1 - (1 - k)\beta_n(1 - \gamma_n)]\|x_n - x^*\|^2 + (1 - k)\beta_n(1 - \gamma_n)
$$

$$
\cdot \left[ \frac{2\alpha_n \|F(x^*)\|\|x^* - u_n\|}{(1 - k)\beta_n} + \frac{2\langle f(x^*) - x^*, j(y_n - x^*) \rangle}{1 - k} \right].
$$

(3.34)

Since $\sum_{n=0}^{\infty} \beta_n = \infty$ and $\lim inf_{n \to \infty} (1 - \gamma_n) > 0$, we know that

$$
\sum_{n=0}^{\infty} (1 - k)\beta_n(1 - \gamma_n) = \infty.
$$

In addition, from (3.32) and $\lim_{n \to \infty} \alpha_n/\beta_n = 0$, we have

$$
\limsup_{n \to \infty} \left( \frac{2\alpha_n \|F(x^*)\|\|x^* - u_n\|}{(1 - k)\beta_n} + \frac{2\langle f(x^*) - x^*, j(y_n - x^*) \rangle}{1 - k} \right) \leq 0.
$$

(3.35)

Consequently, applying Lemma 2.12 to (3.34), we obtain that $x_n \to x^*$ as $n \to \infty$.

(ii) Second, suppose that $E$ has a weakly continuous duality map $j_\varphi$ with gauge $\varphi$. Let $x_i$ be the unique fixed point of the contraction $T_i$ given by

$$
T_i x = tf(x) + (1 - t)Wx, \quad \forall t \in (0, 1).
$$

By Lemma 2.11, we can define

$$
x^* := s - \lim_{i \to 0^+} x_i,
$$

and $x^* \in F(W) = \Omega$ solves the VI:

$$
\langle x^* - f(x^*), j_\varphi(x^* - x) \rangle \leq 0, \quad \forall x \in \Omega.
$$

(3.36)

Let us show that

$$
\limsup_{n \to \infty} \langle f(x_n) - x^*, j_\varphi(x_n - x^*) \rangle \leq 0.
$$

(3.37)

We take a subsequence $\{x_n\}$ of $\{x_n\}$ such that

$$
\limsup_{n \to \infty} \langle f(x_n) - x^*, j_\varphi(x_n - x^*) \rangle = \lim_{i \to \infty} \langle f(x^*) - x^*, j_\varphi(x_n - x^*) \rangle.
$$

(3.38)

Since $E$ is reflexive and $\{x_n\}$ is bounded, we may further assume that $x_n \to \bar{x}$ for some $\bar{x} \in C$. Since $j_\varphi(\cdot)$ is weakly continuous, utilizing Proposition 2.10 (ii), we have

$$
\limsup_{i \to \infty} \Phi(\|x_n - x\|) = \limsup_{i \to \infty} \Phi(\|x_n - \bar{x}\|) + \Phi(\|x - \bar{x}\|), \quad \forall x \in E.
$$
Put \( \Gamma(x) = \limsup_{i \to \infty} \Phi(||x_n - x||), \forall x \in E \). It follows that
\[
\Gamma(x) = \Gamma(\bar{x}) + \Phi(||x - \bar{x}||), \forall x \in E.
\]
From \( ||x_n - Wx_n|| \to 0 \ (n \to \infty) \), we have
\[
\Gamma(W\bar{x}) = \limsup_{i \to \infty} \Phi(||x_{n_i} - W\bar{x}||) = \limsup_{i \to \infty} \Phi(||Wx_{n_i} - W\bar{x}||)
\leq \limsup_{i \to \infty} \Phi(||x_{n_i} - \bar{x}||) = \Gamma(\bar{x}). \tag{3.39}
\]
Furthermore, observing that \( \Phi(||W\bar{x} - \bar{x}||) \), which together with (3.39), yields \( \Phi(||W\bar{x} - \bar{x}||) \leq 0 \). Hence \( W\bar{x} = \bar{x} \) and \( \bar{x} \in F(W) = \Omega \). Thus, from (3.36) and (3.38), it is easy to see that
\[
\limsup_{n \to \infty} \langle f(x^* - x^*), j_\varphi(x_n - x^*) \rangle = \langle f(x^* - x^*), j_\varphi(x_n - x^*) \rangle \leq 0. \tag{3.40}
\]
Therefore, we deduce that (3.37) holds.

Next, let us show that \( x_n \to x^* \) as \( n \to \infty \). Indeed, putting \( p = x^* \) and utilizing Lemma 2.14 we obtain from (3.3) and (3.4) that \( ||z_n - x^*|| \leq ||x_n - x^*|| \) and
\[
||x_n - x^*||\varphi(||x_n - x^*||) = (x_n - y_n, j_\varphi(x_n - x^*)) + (y_n - x^*, j_\varphi(x_n - x^*))
= (x_n - y_n, j_\varphi(x_n - x^*)) + \beta_n(f(x_n) - f(x^*), j_\varphi(x_n - x^*))
+ (1 - \beta_n)(\mu(Gz_n - x^*) + (1 - \mu)(\Pi_C(I - \alpha_n F)Gz_n - \Pi_C(I - \alpha_n F)x^*), j_\varphi(x_n - x^*))
+ (1 - \beta_n)(1 - \mu)(\Pi_C(I - \alpha_n F)x^* - x^*, j_\varphi(x_n - x^*)) + \beta_n(f(x^* - x^*), j_\varphi(x_n - x^*))
\leq ||x_n - y_n||\varphi(||x_n - x^*||) + [1 - (1 - \beta_n)]\beta_n||x_n - x^*||\varphi(||x_n - x^*||)
+ \alpha_n F(x^*)\varphi(||x_n - x^*||) + \beta_n(f(x^* - x^*), j_\varphi(x_n - x^*)). \tag{3.40}
\]
This immediately leads to
\[
||x_n - x^*||\varphi(||x_n - x^*||) \leq \frac{||x_n - y_n||}{\beta_n} \cdot \varphi(||x_n - x^*||) + \alpha_n \frac{F(x^*)\varphi(||x_n - x^*||)}{1 - k}
+ \frac{1}{1 - k} \langle f(x^* - x^*), j_\varphi(x_n - x^*) \rangle.
\]
Since \( \lim_{n \to \infty} \beta_n = 0 \), \( \lim_{n \to \infty} \frac{\alpha_n}{\beta_n} = 0 \) and \( \lim_{n \to \infty} \frac{||x_n - y_n||}{\beta_n} = 0 \), from (3.37) and the boundedness of \( \{\varphi(||x_n - x^*||)\} \) we get \( \limsup_{n \to \infty} ||x_n - x^*||\varphi(||x_n - x^*||) = 0 \), which hence implies that \( ||x_n - x^*|| \to 0 \ (n \to \infty) \), i.e., \( x_n \to x^* \ (n \to \infty) \). This completes the proof. \( \square \)

By a similar approach we can also prove the following result.

**Theorem 3.2.** Let \( C \) be a nonempty closed convex subset of a Hilbert space \( H \). Let \( A \subset H \times H \) be a monotone operator in \( H \) such that
\[
\overline{D(A)} \subset C \subset \bigcap_{r > 0} R(I + rA).
\]
Let the mappings \( B_1, B_2 : C \to H \) be \( \alpha \)-inverse strongly monotone and \( \beta \)-inverse strongly monotone, respectively. Let \( f \in \mathcal{E}_C \) with a contraction coefficient \( k \in (0, 1) \), and let \( F : C \to H \) be \( \delta \)-strongly monotone and \( \zeta \)-strictly pseudocontractive with...
\( \Omega := \bigcap_{n=0}^{\infty} F(T_n) \cap \text{GSVI}(C, B_1, B_2) \cap A^{-1} 0 \neq \emptyset \)

where \( \text{GSVI}(C, B_1, B_2) \) is the fixed point set of the mapping
\[
G := P_C(I - \rho B_1)P_C(I - \eta B_2)
\]
with \( 0 < \rho < 2\alpha \) and \( 0 < \eta < 2\beta \). For an arbitrary \( x_0 \in C \), let \( \{x_n\} \) be generated by
\[
\begin{align*}
    z_n &= \sigma_n x_n + (1 - \sigma_n) T_n z_n, \\
    y_n &= \beta_n f(x_n) + (1 - \beta_n) [\mu I + (1 - \mu) P_C(I - \alpha_n F)] P_C(I - \rho B_1) P_C(I - \eta B_2) z_n, \\
    x_{n+1} &= \gamma_n x_n + (1 - \gamma_n) [\lambda y_n + (1 - \lambda) J_{r_n} y_n], \quad \forall n \geq 0,
\end{align*}
\]
where \( \lambda, \mu \in (0, 1) \), \( \{\alpha_n\}, \{\beta_n\}, \{\gamma_n\} \) and \( \{\sigma_n\} \) are the sequences in \( (0, 1) \) and \( \{r_n\} \) is a sequence in \( (0, \infty) \). Suppose that the following conditions hold:
\begin{enumerate}
    \item \( \sum_{n=0}^{\infty} (\alpha_n + \beta_n) < \infty \) and \( r_n \geq \varepsilon > 0 \ \forall n \geq 0 \);
    \item \( 0 < \liminf_{n \to \infty} \gamma_n \leq \limsup_{n \to \infty} \gamma_n < 1 \);
    \item \( 0 < \liminf_{n \to \infty} \sigma_n \leq \limsup_{n \to \infty} \sigma_n < 1 \).
\end{enumerate}
Assume that
\[
\sum_{n=0}^{\infty} \sup_{x \in D} \|T_n x - T_{n-1} x\| < \infty
\]
for any bounded subset \( D \) of \( C \), and let \( T \) be a mapping of \( C \) into itself defined by \( Tx = \lim_{n \to \infty} T_n x \) for all \( x \in C \), and suppose that \( F(T) = \bigcap_{n=0}^{\infty} F(T_n) \). Then the sequence \( \{x_n\} \) defined by (3.41) converges weakly to a point in \( \Omega \).

The following example (which follows by Goebel-Kirk fixed point theorem in [21] and Lemma 2.7) shows that the non-emptiness assumption of the fixed point set \( \text{GSVI}(C, B_1, B_2) \) of the mapping \( G := \Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2) \) is verified.

**Example 3.1.** Let \( C \) be a nonempty closed convex subset of a smooth and uniformly convex Banach space \( E \). Let \( B_1, B_2 : C \to E \) be two mappings. Let \( \rho \) and \( \eta \) be two constants. Assume that (a) the mapping \( B_1 \) is \( \lambda_1 \)-strictly pseudocontractive and \( \zeta_1 \)-strongly accretive with \( \lambda_1 + \zeta_1 \geq 1 \), (b) the mapping \( B_2 \) is \( \lambda_2 \)-strictly pseudocontractive and \( \zeta_2 \)-strongly accretive with \( \lambda_2 + \zeta_2 \geq 1 \), and (c) the constants \( \rho \) and \( \eta \) satisfy the conditions
\[
1 - \frac{\lambda_1}{1 + \lambda_1} \left( 1 - \sqrt{1 - \frac{1 - \zeta_1}{\lambda_1}} \right) \leq \rho \leq 1 \quad \text{and} \quad 1 - \frac{\lambda_2}{1 + \lambda_2} \left( 1 - \sqrt{1 - \frac{1 - \zeta_2}{\lambda_2}} \right) \leq \eta \leq 1.
\]
Let the mapping \( G : C \to C \) be defined as \( G := \Pi_C(I - \rho B_1)\Pi_C(I - \eta B_2) \). If the set \( C \) is bounded, then the solution set of the GSVI (1.3) is nonempty.
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