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1. Introduction

Let H be a real Hilbert space and let C be a nonempty, closed and convex subset
of H. For a mapping U : C → H, we denote by F (U) the set of fixed points of U .
Let k be a real number with 0 ≤ k < 1. A mapping U : C → H is called a k-strict
pseudo-contraction [3] if

‖Ux− Uy‖2 ≤ ‖x− y‖2 + k‖x− Ux− (y − Uy)‖2
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for all x, y ∈ C. If U is a k-strict pseudo-contraction and F (U) 6= ∅, then we have
that, for x ∈ C and q ∈ F (U),

‖Ux− q‖2 ≤ ‖x− q‖2 + k‖x− Ux‖2.

From ‖Ux− q‖2 = ‖Ux− x‖2 + ‖x− q‖2 + 2〈Ux− x, x− q〉, we have that

‖Ux− x‖2 + ‖x− q‖2 + 2〈Ux− x, x− q〉 ≤ ‖x− q‖2 + k‖x− Ux‖2.

Therefore, we have that

〈x− Ux, x− q〉 ≥ 1− k
2
‖x− Ux‖2 (1.1)

for all x ∈ C and q ∈ F (U). A mapping U : C → H is called generalized hybrid [6] if
there exist α, β ∈ R such that

α‖Ux− Uy‖2 + (1− α)‖x− Uy‖2 ≤ β‖Ux− y‖2 + (1− β)‖x− y‖2

for all x, y ∈ C. Such a mapping U is called (α, β)-generalized hybrid. Notice that
the class of generalized hybrid mappings covers several well-known mappings. For
example, a (1,0)-generalized hybrid mapping is nonexpansive, i.e.,

‖Ux− Uy‖ ≤ ‖x− y‖, ∀x, y ∈ C.

It is nonspreading [7, 8] for α = 2 and β = 1, i.e.,

2‖Ux− Uy‖2 ≤ ‖Ux− y‖2 + ‖Uy − x‖2, ∀x, y ∈ C.

It is also hybrid [15] for α = 3
2 and β = 1

2 , i.e.,

3‖Ux− Uy‖2 ≤ ‖x− y‖2 + ‖Ux− y‖2 + ‖Uy − x‖2, ∀x, y ∈ C.

In general, nonspreading and hybrid mappings are not continuous; see [4]. If U is
generalized hybrid and F (U) 6= ∅, then we have that, for x ∈ C and q ∈ F (U),

α‖q − Ux‖2 + (1− α)‖q − Ux‖2 ≤ β‖q − x‖2 + (1− β)‖q − x‖2

and hence ‖Ux− q‖2 ≤ ‖x− q‖2. From this, we have that

2〈x− q, x− Ux〉 ≥ ‖x− Ux‖2

and hence

〈x− q, x− Ux〉 ≥ 1− 0

2
‖x− Ux‖2. (1.2)

On the other hand, there exists such a mapping in a Banach space. Let E be a smooth
Banach space and let B be a maximal monotone operator with B−10 6= ∅. Then, for
the metric resolvent Jλ of B for λ > 0, we have from [13] that, for any x ∈ E and
q ∈ B−10,

〈Jλx− q, J(x− Jλx)〉 ≥ 0.

Then we get

〈Jλx− x+ x− q, J(x− Jλx)〉 ≥ 0

and hence

〈x− q, J(x− Jλx)〉 ≥ ‖x− Jλx‖2 =
1− (−1)

2
‖x− Jλx‖2, (1.3)
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where J is the duality mapping on E. Motivated by (1.1), (1.2) and (1.3), Takahashi
[16] introduced a new nonlinear mapping as follows: Let E be a smooth Banach space,
let C be a nonempty, closed and convex subset of E and let k be a real number with
k ∈ (−∞, 1). A mapping U : C → E with F (U) 6= ∅ is called k-demimetric if, for any
x ∈ C and q ∈ F (U),

〈x− q, J(x− Ux)〉 ≥ 1− k
2
‖x− Ux‖2,

where J is the duality mapping on E. According to the definition, we get that a
k-strict pseudo-contraction U with F (U) 6= ∅ is k-demimetric, an (α, β)-generalized
hybrid mapping U with F (U) 6= ∅ is 0-demimetric and the metric resolvent Jλ with
B−10 6= ∅ is (−1)-demimetric.

On the other hand, we know the shrinking projection method which was introduced
by Takahashi, Takeuchi and Kubota [17] for finding a fixed point of a nonexpansive
mapping in a Hilbert space.

In this paper, using this new nonlinear mapping called demimetric and the shrink-
ing projection method, we prove a strong convergence theorem for finding a common
element of the set of common fixed points for a finite family of these new demimet-
ric mappings and the set of common solutions of variational inequality problems for
a finite family of inverse strongly monotone mappings in a Hilbert space. Using the
result, we obtain well-known and new strong convergence theorems in a Hilbert space.

2. Preliminaries

Throughout this paper, let N be the set of positive integers and let H be a real
Hilbert space with inner product 〈 · , · 〉 and norm ‖ · ‖, respectively. When {xn} is a
sequence in H, we denote the strong convergence of {xn} to x ∈ H by xn → x and
the weak convergence by xn ⇀ x. We have from [14] that for any x, y ∈ H and λ ∈ R,

‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, (2.1)

‖λx+ (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2. (2.2)

Furthermore we have that for x, y, u, v ∈ H,

2〈x− y, u− v〉 = ‖x− v‖2 + ‖y − u‖2 − ‖x− u‖2 − ‖y − v‖2. (2.3)

Let C be a nonempty, closed and convex subset of a Hilbert space H. A mapping
T : C → H is called nonexpansive if ‖Tx − Ty‖ ≤ ‖x − y‖ for all x, y ∈ C. If
T : C → H is nonexpansive, then F (T ) is closed and convex; see [5, 14]. For a
nonempty, closed and convex subset D of H, the nearest point projection of H onto
D is denoted by PD, that is, ‖x− PDx‖ ≤ ‖x− y‖ for all x ∈ H and y ∈ D. Such a
mapping PD is called the metric projection of H onto D. We know that the metric
projection PD is firmly nonexpansive, i.e., ‖PDx− PDy‖2 ≤ 〈PDx − PDy, x − y〉 for
all x, y ∈ H. Furthermore, 〈x− PDx, y − PDx〉 ≤ 0 holds for all x ∈ H and y ∈ D;
see [12, 14]. Using this inequality and (2.3), we have that

‖PDx− y‖2 + ‖PDx− x‖2 ≤ ‖x− y‖2, ∀x ∈ H, y ∈ D. (2.4)
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Let H be a real Hilbert space and let C be a nonempty, closed and convex subset of
H. For α > 0, a mapping A : C → H is called α-inverse strongly monotone if

〈x− y,Ax−Ay〉 ≥ α‖Ax−Ay‖2, ∀x, y ∈ C.

If A is α-inverse strongly monotone and 0 < λ ≤ 2α, then I − λA : C → H is
nonexpansive. In fact, we have that for all x, y ∈ C,

‖(I − λA)x− (I − λA)y‖2 = ‖x− y − λ(Ax−Ay)‖2

= ‖x− y‖2 − 2λ〈x− y,Ax−Ay〉+ λ2‖Ax−Ay‖2

≤ ‖x− y‖2 − 2λα‖Ax−Ay‖2 + λ2‖Ax−Ay‖2

= ‖x− y‖2 + λ(λ− 2α)‖Ax−Ay‖2

≤ ‖x− y‖2.

Thus, I − λA : C → H is nonexpansive; see [1, 11, 14] for more results of inverse-
strongly monotone mappings. The variational inequalty problem for A : C → H is to
find a point u ∈ C such that

〈Au, x− u〉 ≥ 0, ∀x ∈ C. (2.5)

The set of solutions of (2.5) is denoted by V I(C,A). We also have that, for λ > 0,
u = PC(I − λA)u if and only if u ∈ V I(C,A). In fact, let λ > 0. Then, for u ∈ C,

u = PC(I − λA)u⇐⇒ 〈(I − λA)u− u, u− y〉 ≥ 0, ∀y ∈ C
⇐⇒ 〈−λAu, u− y〉 ≥ 0, ∀y ∈ C
⇐⇒ 〈Au, u− y〉 ≤ 0, ∀y ∈ C
⇐⇒ 〈Au, y − u〉 ≥ 0, ∀y ∈ C
⇐⇒ u ∈ V I(C,A).

In the case when a Banach space E is a Hilbert space, the definition of a demimetric
mapping is as follows: Let H be a Hilbert space and let C be a nonempty, closed and
convex subset of H. Let k ∈ (−∞, 1). A mapping U : C → H with F (U) 6= ∅ is
called k-demimetric if, for any x ∈ C and q ∈ F (U),

〈x− q, x− Ux〉 ≥ 1− k
2
‖x− Ux‖2.

Note again that the class of k-demimetric mappings with k ∈ (−∞, 1) in a Hilbert
space covers k-strict pseudo-contractions with k ∈ [0, 1), generalized hybrid mappings,
the metric projections, the resolvents of a maximal monotone operator in a Hilbert
space.

The following lemma which was essentially proved in [16] is important and crucial
in the proof of our main result. For the sake of completeness, we give the proof.

Lemma 2.1 ([16]). Let H be a Hilbert space and let C be a nonempty, closed and
convex subset of H. Let k be a real number with k ∈ (−∞, 1) and let U be a k-
demimetric mapping of C into H. Then F (U) is closed and convex.
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Proof. Let us show that F (U) is closed. For a sequence {qn} such that qn → q and
qn ∈ F (U), we have from the definition of U that

〈q − qn, q − Uq〉 ≥
1− k

2
‖q − Uq‖2.

From qn → q, we have 0 ≥ 1−k
2 ‖q − Uq‖

2. From 1 − k > 0, we have ‖q − Uq‖2 = 0
and hence q = Uq. This implies that F (U) is closed.

Let us prove that F (U) is convex. Let p, q ∈ F (U) and set x = αp + (1 − α)q,
where α ∈ [0, 1]. Then we have

‖x− Ux‖2 = 〈x− Ux, x− Ux〉
= 〈αp+ (1− α)q − Ux, x− Ux〉
= 〈αp+ (1− α)q − (αUx+ (1− α)Ux), x− Ux〉
= α〈p− Ux, x− Ux〉+ (1− α)〈q − Ux, x− Ux〉
= α〈p− x+ x− Ux, x− Ux〉+ (1− α)〈q − x+ x− Ux, x− Ux〉

≤ α(k − 1)

2
‖x− Ux‖2 + α‖x− Ux‖2

+
(1− α)(k − 1)

2
‖x− Ux‖2 + (1− α)‖x− Ux‖2

=
(k − 1)

2
‖x− Ux‖2 + ‖x− Ux‖2

and hence

0 ≤ (k − 1)

2
‖x− Ux‖2.

We have from 0 > k−1 that ‖x−Ux‖ ≤ 0 and hence x = Ux. This means that F (U)
is convex. �

The following lemma is used in the proof of our main result.

Lemma 2.2. Let H be a Hilbert space and let C be a nonempty, closed and convex
subset of H. Let k ∈ (−∞, 1) and let T be a k-demimetric mapping of C into H
such that F (T ) is nonempty. Let λ be a real number with 0 < λ ≤ 1 − k and define
S = (1− λ)I + λT . Then S is a quasi-nonexpansive mapping of C into H.

Proof. It is obvious that F (T ) = F (S). Since T be a k-demimetric mapping of C into
H, we have that for any x ∈ C and z ∈ F (S),

〈x− z, x− Sx〉 = 〈x− z, x− (1− λ)x− λTx〉 = λ〈x− z, x− Tx〉

≥ λ1− k
2
‖x− Tx‖2 = λ2

1− k
2λ
‖x− Tx‖2

=
1− k

2λ
‖λx− λTx‖2 =

1− k
2λ
‖x− Sx‖2

≥ λ

2λ
‖x− Sx‖2 =

1

2
‖x− Sx‖2.



412 WATARU TAKAHASHI, CHING-FENG WEN AND JEN-CHIH YAO

Then S is a 0-demimetric mapping. Furthermore, we have from (2.3) that for any
x ∈ C and z ∈ F (S),

1

2
‖x− Sx‖2 ≤ 〈x− z, x− Sx〉

⇐⇒ ‖x− Sx‖2 ≤ 2〈x− z, x− Sx〉
⇐⇒ ‖x− Sx‖2 ≤ ‖x− Sx‖2 + ‖x− z‖2 − ‖Sx− z‖2

⇐⇒ ‖Sx− z‖2 ≤ ‖x− z‖2

⇐⇒ ‖Sx− z‖ ≤ ‖x− z‖.

Therefore, S is quasi-nonexpansive. �

3. Main result

Let H be a Hilbert space and let C be a nonempty, closed and convex subset of
H. A mapping U : C → H is called demiclosed if, for a sequence {xn} in C such that
xn ⇀ w and xn − Uxn → 0, then w = Uw holds. For example, if C is a nonempty,
closed and convex subset of H and T is a nonexpansive mapping of C of H, then T
is demiclosed; see [2]. In fact, let {xn} be a sequence in C such that xn ⇀ u and
xn − Uxn → 0. Since C is weakly closed, we have that u ∈ C. Furthermore, we have
from xn ⇀ u that {xn} is bounded and then {Txn} is bounded. Thus, we have that

‖u− Tu‖2 = ‖u− xn + xn − Tu‖2

= ‖u− xn‖2 + ‖xn − Tu‖2 + 2〈u− xn, xn − Tu〉
= ‖u− xn‖2 + ‖xn − Txn + Txn − Tu‖2 + 2〈u− xn, xn − u+ u− Tu〉
= ‖u− xn‖2 + ‖xn − Txn‖2 + ‖Txn − Tu‖2 + 2〈xn − Txn, Txn − Tu〉
− 2‖u− xn‖2 + 2〈u− xn, u− Tu〉
≤ ‖u− xn‖2 + ‖xn − Txn‖2 + ‖xn − u‖2 + 2〈xn − Txn, Txn − Tu〉
− 2‖u− xn‖2 + 2〈u− xn, u− Tu〉
= ‖xn − Txn‖2 + 2〈xn − Txn, Txn − Tu〉+ 2〈u− xn, u− Tu〉
→ 0.

Therefore, we have that u = Tu.
In this section, using the shrinking projection method, we prove a strong conver-

gence theorem for finding a common element of the set of common fixed points for a
finite family of demimetric mappings and the set of common solutions of variational
inequalty problems for a finite family of inverse strongly monotone mappings in a
Hilbert space.

Theorem 3.1. Let H be a Hilbert space and let C be a nonempty, closed and convex
subset of H. Let {k1, . . . , kM} ⊂ (−∞, 1) and {µ1, . . . , µN} ⊂ (0,∞). Let {Tj}Mj=1

be a finite family of kj-demimetric and demiclosed mappings of C into H and let
{Bi}Ni=1 be a finite family of µi-inverse strongly monotone mappings of C into H.
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Assume that ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) 6= ∅. Let x1 ∈ C and C1 = C. Let {xn}
be a sequence generated by

zn =
∑M
j=1 ξj((1− λn)I + λnTj)xn,

wn =
∑N
i=1 σiPC(I − ηnBi)xn,

yn = αnxn + βnzn + γnwn,

Cn+1 = {z ∈ Cn : ‖yn − z‖ ≤ ‖xn − z‖},
xn+1 = PCn+1

x1, ∀n ∈ N,

where a, b, c ∈ R, {λn}, {ηn} ⊂ (0,∞), {ξ1, . . . , ξM}, {σ1, . . . , σN} ⊂ (0, 1) and
{αn}, {βn}, {γn} ⊂ (0, 1) satisfy the following conditions:

(1) 0 < a ≤ λn ≤ min{1− k1, . . . , 1− kM}, 0 < b ≤ ηn ≤ 2 min{µ1, . . . , µN};
(2)

∑M
j=1 ξj = 1 and

∑N
i=1 σi = 1;

(3) 0 < c ≤ αn, βn, γn < 1 and αn + βn + γn = 1.

Then {xn} converges strongly to a point z0 ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)), where
z0 = P∩M

j=1F (Tj)∩(∩N
i=1V I(C,Bi))x1.

Proof. Since Bi is µi-inverse strongly monotone for all i ∈ {1, . . . , N} and 0 < b ≤
ηn ≤ 2µi, PC(I − ηnBi) is nonexpansive and F (PC(I − ηnBi)) = V I(C,Bi) is closed
and convex. Furthermore, we know from Lemma 2.1 that F (Tj) is closed and convex.
Therefore, we have that ∩Mj=1F (Tj)∩(∩Ni=1V I(C,Bi)) is nonempty, closed and convex.
Thus we have that P∩M

j=1F (Tj)∩(∩N
i=1V I(C,Bi)) is well defined. Since

‖yn − z‖ ≤ ‖xn − z‖ ⇐⇒ ‖yn − z‖2 ≤ ‖xn − z‖2

⇐⇒ ‖yn‖2 − ‖xn‖2 − 2〈yn − xn, z〉 ≤ 0,

it is obvious that Cn are closed and convex for all n ∈ N. Let us show that ∩Mj=1F (Tj)∩
(∩Ni=1V I(C,Bi)) ⊂ Cn for all n ∈ N. It is obvious that

∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) ⊂ C1 = C.

Suppose that ∩Mj=1F (Tj)∩ (∩Ni=1V I(C,Bi)) ⊂ Ck for some k ∈ N. Then we have from

Lemma 2.2 that for z ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)),

‖zk − z‖ = ‖
M∑
j=1

ξj((1− λk)I + λkTj)xk − z‖

≤
M∑
j=1

ξj‖((1− λk)I + λkTj)xk − z‖ (3.1)

≤
M∑
j=1

ξj‖xk − z‖ = ‖xk − z‖.
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Furthermore, we have that

‖wk − z‖ = ‖
N∑
i=1

σiPC(I − ηkBi)xk − z‖

≤
N∑
i=1

σi‖PC(I − ηkBi)xk − z‖ (3.2)

≤
N∑
i=1

σi‖xk − z‖ = ‖xk − z‖.

Thus we have that

‖yk − z‖ = ‖αkxk + βkzk + γkwk − z‖
≤ αk‖xk − z‖+ βk‖zk − z‖+ γk‖wk − z‖ (3.3)

≤ αk‖xk − z‖+ βk‖xk − z‖+ γk‖xk − z‖
= ‖xk − z‖.

This implies z ∈ Ck+1. Therefore, we have by mathematical induction that

∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) ⊂ Cn

for all n ∈ N. Thus xn+1 = PCn+1
x1 is well defined.

Since ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) is nonempty, closed and convex, there exists

z0 ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) such that z0 = P∩M
j=1F (Tj)∩(∩N

i=1V I(C,Bi))x1. By

xn+1 = PCn+1
x1, we have that

‖x1 − xn+1‖ ≤ ‖x1 − y‖

for all y ∈ Cn+1. Since z0 ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)) ⊂ Cn+1, we have that

‖x1 − xn+1‖ ≤ ‖x1 − z0‖. (3.4)

This means that {xn} is bounded. From xn = PCn
x1 and xn+1 ∈ Cn+1 ⊂ Cn, we

have that

‖x1 − xn‖ ≤ ‖x1 − xn+1‖.
Thus {‖x1 − xn‖} is bounded and nondecreasing. Then there exists the limit of
{‖x1 − xn‖}. Put limn→∞ ‖xn − x1‖ = c. For any m,n ∈ N with m ≥ n, we have
Cm ⊂ Cn. From xm = PCm

x1 ∈ Cm ⊂ Cn and (2.4), we have that

‖xm − PCnx1‖2 + ‖PCnx1 − x1‖2 ≤ ‖x1 − xm‖2.

This implies that

‖xm − xn‖2 ≤ ‖x1 − xm‖2 − ‖xn − x1‖2 ≤ c2 − ‖xn − x1‖2. (3.5)

Since c2 − ‖xn − x1‖2 → 0 as n → ∞, we have that {xn} is a Caushy sequence. By
the completeness of H and the closedness of C, there exists a point u ∈ C such that
limn→∞ xn = u.
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Let us show that u ∈ ∩Mj=1F (Tj). From (3.5), we have limn→∞ ‖xn+1 − xn‖ = 0.
By xn+1 ∈ Cn+1, we have that

‖yn − xn‖ ≤ ‖yn − xn+1‖+ ‖xn+1 − xn‖
≤ ‖xn − xn+1‖+ ‖xn+1 − xn‖ (3.6)

≤ 2‖xn − xn+1‖.

This implies that

lim
n→∞

‖yn − xn‖ = 0. (3.7)

Let z ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)). Using [10], we have from (3.1) and (3.2) that

‖yn − z‖2 = αn‖xn − z‖2 + βn‖zn − z‖2 + γn‖wn − z‖2

− αnβn‖zn − xn‖2 − αnγn‖wn − xn‖2 − γnβn‖zn − wn‖2

≤ αn‖xn − z‖2 + βn‖xn − z‖2 + γn‖xn − z‖2

− αnβn‖zn − xn‖2 − αnγn‖wn − xn‖2 − γnβn‖zn − wn‖2

= ‖xn − z‖2 − αnβn‖zn − xn‖2 − αnγn‖wn − xn‖2 − γnβn‖zn − wn‖2

and hence

c2‖xn − zn‖2 + c2‖wn − xn‖2 + c2‖zn − wn‖2

≤ αnβn‖zn − xn‖2 + αnγn‖wn − xn‖2 + γnβn‖zn − wn‖2

≤ ‖xn − z‖2 − ‖yn − z‖2

≤ ‖xn − yn‖(‖xn − z‖+ ‖yn − z‖).

From c > 0 and (3.7) we have that

lim
n→∞

‖zn − xn‖ = 0, lim
n→∞

‖wn − xn‖ = 0, lim
n→∞

‖zn − wn‖ = 0. (3.8)

Since Tj is kj-demimetric for all j ∈ {1, . . . ,M}, we have that for z ∈ ∩Mj=1F (Tj),

〈xn − z, xn − zn〉 = 〈xn − z, xn −
M∑
j=1

ξj((1− λn)I + λnTj)xn〉

=

M∑
j=1

ξj〈xn − z, xn − ((1− λn)I + λnTj)xn〉

=

M∑
j=1

ξjλn〈xn − z, xn − Tjxn〉

≥
M∑
j=1

ξjλn
1− kj

2
‖xn − Tjxn‖2

≥
M∑
j=1

ξja
1− kj

2
‖xn − Tjxn‖2.
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We have from limn→∞ ‖zn − xn‖ = 0 that

lim
n→∞

‖xn − Tjxn‖ = 0, ∀j ∈ {1, . . . ,M}.

Since Tj are demiclosed for all j ∈ {1, . . . ,M} and limn→∞ xn = u, we have u ∈
∩Mj=1F (Tj).

Let us show that u ∈ ∩Ni=1V I(C,Bi). Since PC(I − ηnBi) is nonexpansive for all
i ∈ {1, . . . , N}, we have that for z ∈ ∩Ni=1V I(C,Bi),

〈xn − z, xn − wn〉 = 〈xn − z, xn −
N∑
i=1

σiPC(I − ηnBi)xn〉

=

N∑
i=1

σi〈xn − z, xn − PC(I − ηnBi)xn〉

≥
N∑
i=1

σi
1

2
‖xn − PC(I − ηnBi)xn‖2.

We have from limn→∞ ‖wn − xn‖ = 0 that

lim
n→∞

‖xn − PC(I − ηnBi)xn‖ = 0, ∀i ∈ {1, . . . , N}.

Since {ηn} is bounded, we have that there exists a subsequence {ηnl
} of {ηn} such

that liml→∞ ηnl
= η and 0 < b ≤ η ≤ 2 min{µ1, . . . , µN}. For such η, we have that

for any i ∈ {1, . . . , N},

‖xnl
− PC(I − ηBi)xnl

‖ ≤ ‖xnl
− PC(I − ηnl

Bi)xnl
‖

+ ‖PC(I − ηnl
Bi)xnl

− PC(I − ηBi)xnl
‖

≤ ‖xnl
− PC(I − ηnl

Bi)xnl
‖

+ ‖(I − ηnl
Bi)xnl

− (I − ηBi)xnl
‖

= ‖xnl
− PC(I − ηnl

Bi)xnl
‖+ |ηnl

− η|‖Bixnl
‖.

On the other hand, we have that for y ∈ C and i ∈ {1, . . . , N},

b‖Bixn‖ ≤ ηn‖Bixn‖ = ‖ηnBixn‖
= ‖xn − (y − ηnBiy) + y − ηnBiy − (xn − ηnBixn)‖
≤ ‖xn − y‖+ ηn‖Biy‖+ ‖(I − ηnBi)y − (I − ηnBi)xn‖
≤ ‖xn − y‖+ max{µ1, . . . , µN}‖Biy‖+ ‖y − xn‖.

Since {xn} is bounded, we have that {Bixn} is bounded for all i ∈ {1, . . . , N}. Thus
we have that

lim
l→∞

‖xnl
− PC(I − ηBi)xnl

‖ = 0, ∀i ∈ {1, . . . , N}.

Since limn→∞ xn = u and PC(I − ηBi) are nonexpansive for all i ∈ {1, . . . , N}, we
have u ∈ ∩Ni=1V I(C,Bi).
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From z0 = P∩M
j=1F (Tj)∩(∩N

i=1V I(C,Bi))x1, u ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1V I(C,Bi)), (3.4)

and xn → u, we have that

‖x1 − z0‖ ≤ ‖x1 − u‖ = lim
n→∞

‖x1 − xn‖ ≤ ‖x1 − z0‖.

Then u = z0. Therefore, we have xn → u = z0. This completes the proof. �

4. Applications

In this section, we apply Theorem 3.1 to obtain well-known and new strong conver-
gence theorems in Hilbert spaces. We know the following lemmas obtained by Marino
and Xu [9] and Kocourek, Takahashi and Yao [6]; see also [18, 19].

Lemma 4.1 ([9, 18]). Let H be a Hilbert space and let C be a nonempty, closed and
convex subset of H. Let k be a real number with 0 ≤ k < 1 and U : C → H be a
k-strict pseudo-contraction. If xn ⇀ z and xn − Uxn → 0, then z ∈ F (U).

Lemma 4.2 ([6, 19]). Let H be a Hilbert space, let C be a nonempty, closed and
convex subset of H and let U : C → H be generalized hybrid. If xn ⇀ z and xn −
Uxn → 0, then z ∈ F (U).

The following is a strong convergence theorem for a finite family of strict pseudo-
contractions in a Hilbert space.

Corollary 4.3. Let H be a Hilbert space and let C be a nonempty, closed and convex
subset of H. Let {k1, . . . , kM} ⊂ [0, 1) and let {Tj}Mj=1 be a finite family of kj-strict

pseudo-contractions of C into H. Assume that ∩Mj=1F (Tj) 6= ∅. Let x1 ∈ C and
C1 = C. Let {xn} be a sequence generated by

zn =
∑M
j=1 ξj((1− λn)I + λnTj)xn,

yn = αnxn + βnzn,

Cn+1 = {z ∈ Cn : ‖yn − z‖ ≤ ‖xn − z‖},
xn+1 = PCn+1x1, ∀n ∈ N,

where a, c ∈ R, {λn} ⊂ (0,∞), {ξ1, . . . , ξM} ⊂ (0, 1) and {αn}, {βn} ⊂ (0, 1) satisfy
the following conditions:

(1) 0 < a ≤ λn ≤ min{1− k1, . . . , 1− kM};
(2)

∑M
j=1 ξj = 1;

(3) 0 < c ≤ αn, βn < 1 and αn + βn = 1.

Then {xn} converges strongly to a point z0 ∈ ∩Mj=1F (Tj), where z0 = P∩M
j=1F (Tj)x1.

Proof. Since Tj is a kj-strict pseudo-contraction of C into H such that F (Tj) 6= ∅,
from (1.1), Tj is kj-demimetric. Furthermore, from Lemma 4.1, Tj is demiclosed.
Furthermore, if Bi = 0 for all i ∈ {1, . . . , N} in Theorem 3.1, then Bi is a 1-inverse
strongly monotone mapping. Putting ηn = 1 for all n ∈ N in Theorem 3.1, we have
that wn = xn for all n ∈ N. Furthermore, replacing βn + γn by βn, we have the
desired result from Theorem 3.1. �

The following is a strong convergence theorem for a finite family of generalized
hybrid mappings and a finite family of nonexpansive mappings in a Hilbert space.



418 WATARU TAKAHASHI, CHING-FENG WEN AND JEN-CHIH YAO

Corollary 4.4. Let H be a Hilbert space and let C be a nonempty, closed and convex
subset of H. Let {Tj}Mj=1 be a finite family of generalized hybrid mappings of C into

H and let {Ui}Ni=1 be a finite family of nonexpansive mappings of C into H. Assume
that ∩Mj=1F (Tj) ∩ (∩Ni=1F (Ui)) 6= ∅. Let x1 ∈ C and C1 = C. Let {xn} be a sequence
generated by 

zn =
∑M
j=1 ξj((1− λn)I + λnTj)xn,

wn =
∑N
i=1 σiPC((1− ηn)I + ηnUi)xn,

yn = αnxn + βnzn + γnwn,

Cn+1 = {z ∈ Cn : ‖yn − z‖ ≤ ‖xn − z‖},
xn+1 = PCn+1

x1, ∀n ∈ N,
where a, b, c ∈ R, {λn}, {ηn} ⊂ (0,∞), {ξ1, . . . , ξM}, {σ1, . . . , σN} ⊂ (0, 1) and
{αn}, {βn}, {γn} ⊂ (0, 1) satisfy the following conditions:

(1) 0 < a ≤ λn ≤ 1, 0 < b ≤ ηn ≤ 1;

(2)
∑M
j=1 ξj = 1 and

∑N
i=1 σi = 1;

(3) 0 < c ≤ αn, βn, γn < 1 and αn + βn + γn = 1.

Then {xn} converges strongly to a point z0 ∈ ∩Mj=1F (Tj) ∩ (∩Ni=1F (Ui)), where z0 =
P∩M

j=1F (Tj)∩(∩N
i=1F (Ui))x1.

Proof. Since Tj is a generalized hybrid mapping of C into H such that F (Tj) 6= ∅,
from (1.2), Tj is 0-demimetric. Furthermore, from Lemma 4.2, Tj is demiclosed. Since
Ui is nonexpansive, Bi = I − Ui is a 1

2 -inverse strongly monotone mapping. We also

have from ∩Ni=1F (Ui) 6= ∅ that

∩Ni=1V I(C, I − Ui) = ∩Ni=1F (PCUi) = ∩Ni=1F (Ui).

Therefore, we have the desired result from Theorem 3.1. �
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