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#### Abstract

In this paper, two generalized algorithms for solving the variational inequality problem in Banach spaces are proposed. Then the strong convergence of the sequences generated by these algorithms will be proved under suitable conditions. Finally, using MATLAB software, we provide some numerical examples to illustrate our results. Key Words and Phrases: Variational inequality, relatively nonexpansive mapping, monotone mapping, asymptotical fixed point. 2020 Mathematics Subject Classification: $47 \mathrm{H} 09,47 \mathrm{H} 10$.


## 1. Introduction

Let $C$ be a nonempty closed convex subset of a Banach space $E$ with norm $\|$.$\| and$ let $E^{*}$ denotes the dual of $E$. The variational inequality problem (VIP) is to find a point $x \in C$ such that

$$
\begin{equation*}
\langle A x, y-x\rangle \geq 0 \quad \forall y \in C \tag{1.1}
\end{equation*}
$$

where $A$ is a mapping of $C$ into $E^{*}$ and $\langle.,$.$\rangle denotes the pairing between E$ and $E^{*}$. The solution set of (1.1) is denoted by $V I(C, A)$.
It is well known that variational inequalities cover a variety of fields in optimal control, optimization, mathematical programming, operational research, partial differential
equations, engineering, and equilibrium models and hence, it have been studied by many authors; see the recent papers $[16,24,26,6,28,11,12,18]$.

The operator $A$ of $C$ to $E^{*}$ is said to be
(i) monotone if

$$
\langle x-y, A x-A y\rangle \geq 0, \quad \forall x, y \in C
$$

(ii) $\alpha$-inverse strongly monotone if there exists a constant $\alpha>0$ such that

$$
\langle x-y, A x-A y\rangle \geq \alpha\|A x-A y\|^{2} \forall x, y \in C
$$

(iii) $L$-Lipchitz continuous if there exists $L>0$ such that

$$
\|A x-A y\| \leq L\|x-y\|, \quad \forall x, y \in C
$$

Let $f: C \times C \rightarrow \mathbb{R}$ be a bifunction. The equilibrium problem (GEP) is as follows: Find $x \in C$ such that

$$
\begin{equation*}
f(x, y)+\langle A x, y-x\rangle \geq 0, \quad \forall y \in C \tag{1.2}
\end{equation*}
$$

The set of solutions of (1.2) is denoted by $G E P(f, A)$. Clearly, problem (1.2) is equivalent to (VIP) if $f \equiv 0$.

Korpelevich[15] proposed the following algorithm for solving the problem (VIP) that is known as the extragradient method in (1.3). Let $x_{1}$ be an arbitrarily element in $H$ and

$$
\left\{\begin{array}{l}
y_{n}=P_{C}\left(x_{n}-\lambda A x_{n}\right)  \tag{1.3}\\
x_{n+1}=P_{C}\left(x_{n}-\lambda A y_{n}\right)
\end{array}\right.
$$

Tseng [25] proposed the following algorithm which was introduced using the modified front-to-back (F-B) method:

$$
\left\{\begin{array}{l}
y_{n}=P_{C}\left(x_{n}-\lambda A x_{n}\right)  \tag{1.4}\\
x_{n+1}=P_{X}\left(y_{n}-\lambda\left(A y_{n}-A x_{n}\right)\right)
\end{array}\right.
$$

where $X=C$ and $X=H$ if $A$ is Lipschitz continuous. Thong et al [23] proposed the following convergent algorithm based on the Tseng algorithm:

$$
\left\{\begin{array}{l}
y_{n}=P_{C}\left(x_{n}-\lambda_{n} A x_{n}\right)  \tag{1.5}\\
z_{n}=y_{n}-\lambda_{n}\left(A y_{n}-A x_{n}\right) \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) z_{n}
\end{array}\right.
$$

where the operator $A$ is monotone and Lipschitz continuous, $\gamma>0, l \in(0,1), \mu \in$ $(0,1)$ and $\lambda_{n}$ is chosen to be the largest $\lambda \in\left\{\gamma, \gamma l, \gamma l^{2}, \ldots\right\}$ satisfying

$$
\begin{equation*}
\lambda\left\|A x_{n}-A y_{n}\right\| \leq \mu\left\|x_{n}-y_{n}\right\| \tag{1.6}
\end{equation*}
$$

In this paper, we present our algorithms in Banach spaces motivated by the Thong algorithm and prove the strong convergence of the sequences generated by these algorithms. Finally, using MATLAB software, we provide some numerical examples to illustrate our claims.

## 2. Preliminaries

Let $E$ be a real Banach space with norm $\|\cdot\|$ and let $E^{*}$ be the dual space of $E$. The strong convergence and the weak convergence of the sequence $\left\{x_{n}\right\}$ to $x$ in $E$ are denoted by $x_{n} \rightarrow x$ and $x_{n} \rightharpoonup x$ throughout the paper, respectively. The modulus $\delta$ of convexity of $E$ is defined by

$$
\delta(\epsilon)=\inf \left\{1-\frac{\|x+y\|}{2}:\|x\| \leq 1,\|y\| \leq 1,\|x-y\| \geq \epsilon\right\}
$$

for every $\epsilon \in[0,2]$. A Banach space $E$ is said to be uniformly convex if $\delta(0)=0$ and $\delta(\epsilon)>0$ for every $\epsilon>0$. It is known that a Banach space $E$ is uniformly convex if and only if for any two sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $E$ such that

$$
\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\lim _{n \rightarrow \infty}\left\|y_{n}\right\|=1 \text { and } \lim _{n \rightarrow \infty}\left\|x_{n}+y_{n}\right\|=2
$$

$\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$ holds. Suppose that $p$ is a fixed real number with $p \geq 2$. A Banach space $E$ is said to be $p$-uniformly convex[22], if there exists a constant $c>0$ such that $\delta \geq c \epsilon^{p}$ for all $\epsilon \in[0,2]$. It is also known that a uniformly convex Banach space has the Kadec-Klee property, that is, $x_{n} \rightharpoonup u$ and $\left\|x_{n}\right\| \rightarrow\|u\|$ imply that $x_{n} \rightarrow u($ see $[10,19])$.
The normalized duality mapping $J: E \rightarrow E^{*}$ is defined by

$$
J(x)=\left\{f \in E^{*}:\langle x, f\rangle=\|x\|^{2}=\|f\|^{2}\right\}
$$

for each $x \in E$. Suppose that $S(E)=\{x \in E:\|x\|=1\}$. A Banach space $E$ is called smooth if for all $x \in S(E)$, there exists a unique functional $j_{x} \in E^{*}$ such that $\left\langle x, j_{x}\right\rangle=\|x\|$ and $\left\|j_{x}\right\|=1$ ( see [1]).

The norm of $E$ is said to be Gâteaux differentiable if for each $x, y \in S(E)$, the limit

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{\|x+t y\|-\|x\|}{t} \tag{2.1}
\end{equation*}
$$

exists. In this case, $E$ is called smooth and $E$ is said to be uniformly smooth if the limit (2.1) is attained uniformly for all $x, y \in S(E)[21]$. If a Banach space $E$ is uniformly convex, then $E$ is reflexive and strictly convex, and $E^{*}$ is uniformly smooth[1]. It is well known that if $E$ is a reflexive, strictly convex and smooth Banach space and $J^{*}: E^{*} \rightarrow E$ is the duality mapping on $E^{*}$, then $J^{-1}=J^{*}$, also, if $E$ is a uniformly smooth Banach space, then $J$ is uniformly norm to norm continuous on bounded sets of $E$ and $J^{-1}=J^{*}$ is also uniformly norm to norm continuous on bounded sets of $E^{*}$. Let $E$ be a smooth Banach space and let $J$ be the duality mapping on $E$. The function $\phi: E \times E \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\phi(x, y)=\|x\|^{2}-2\langle x, J y\rangle+\|y\|^{2}, \quad \forall x, y \in E \tag{2.2}
\end{equation*}
$$

Clearly, from (2.2), we can conclude that

$$
\begin{equation*}
(\|x\|-\|y\|)^{2} \leq \phi(x, y) \leq(\|x\|+\|y\|)^{2} \tag{2.3}
\end{equation*}
$$

If $E$ is a reflexive, strictly convex and smooth Banach space, then for all $x, y \in E$

$$
\begin{equation*}
\phi(x, y)=0 \Leftrightarrow x=y \tag{2.4}
\end{equation*}
$$

Also, it is clear from the definition of the function $\phi$ that the following conditions hold for all $x, y, z, w \in E$,

$$
\begin{gather*}
\phi(x, y)=\phi(x, z)+\phi(z, y)+2\langle x-z, J z-J y\rangle  \tag{2.5}\\
2\langle x-y, J z-J w\rangle=\phi(x, w)+\phi(y, z)-\phi(x, z)-\phi(y, w) .  \tag{2.6}\\
\phi(x, y)=\langle x, J x-J y\rangle+\langle y-x, J y\rangle \leq\|x\|\|J x-J y\|+\|y-x\|\|y\| . \tag{2.7}
\end{gather*}
$$

Now, the function $V: E \times E^{*} \rightarrow \mathbb{R}$ is defined as follows

$$
V\left(x, x^{*}\right)=\|x\|^{2}-2\left\langle x, x^{*}\right\rangle+\left\|x^{*}\right\|^{2}
$$

for all $x \in E$ and $x^{*} \in E^{*}$. Moreover, $V\left(x, x^{*}\right)=\phi\left(x, J^{-1} x^{*}\right)$ for all $x \in E$ and $x^{*} \in E^{*}$. If $E$ is a reflexive strictly convex and smooth Banach space with $E^{*}$ as its dual, we can conclude that

$$
\begin{equation*}
V\left(x, x^{*}\right)+2\left\langle J^{-1} x^{*}-x, y^{*}\right\rangle \leq V\left(x, x^{*}+y^{*}\right) \tag{2.8}
\end{equation*}
$$

for all $x \in E$ and all $x^{*}, y^{*} \in E^{*}[14]$.
An operator $A: C \rightarrow E^{*}$ is hemicontinuous at $x_{0} \in C$, if for any sequence $\left\{x_{n}\right\}$ converging to $x_{0}$ along a line implies that $T x_{n} \rightharpoonup T x_{0}$, i.e., $T x_{n}=T\left(x_{0}+t_{n} x\right) \rightharpoonup T x_{0}$ as $t_{n} \rightarrow 0$ for all $x \in C$.
The generalized projection $\Pi_{C}: E \rightarrow C$ is a mapping that assigns to an arbitrary point $x \in E$, the minimum point of the functional $\phi(y, x)$; that is, $\Pi_{C} x=x_{0}$, where $x_{0}$ is the solution of the minimization problem

$$
\begin{equation*}
\phi\left(x_{0}, x\right)=\min _{y \in C} \phi(y, x) \tag{2.9}
\end{equation*}
$$

The existence and uniqueness of the operator $\Pi_{C}$ follows from the properties of the functional $\phi(x, y)$ and strict monotonicity of the mapping $J[2]$. Suppose that $C$ is a nonempty closed convex subset of $E$, and $T$ is a mapping from $C$ into itself. A point $p \in C$ is called an asymptotically fixed point of $T$ if $C$ contains a sequence $\left\{x_{n}\right\}$ which converges weakly to $p$ such that $T x_{n}-x_{n} \rightarrow 0[1]$. The set of asymptotical fixed points of $T$ will be denoted by $\hat{F}(T)$. A mapping $T$ from $C$ into itself is said to be relatively nonexpansive if $\hat{F}(T)=F(T)$ and $\phi(p, T x) \leq \phi(p, x)$ for all $x \in C$ and $p \in F(T)$. The asymptotic behavior of a relatively nonexpansive mapping was studied in $[4,5,7]$.
We need the following lemmas for the proof of our main results.
Lemma 2.1. ([13]) Let $E$ be a smooth and uniformly convex Banach space and let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be two sequences of $E$. If $\phi\left(x_{n}, y_{n}\right) \rightarrow 0$ and either $\left\{x_{n}\right\}$ or $\left\{y_{n}\right\}$ is bounded, then $x_{n}-y_{n} \rightarrow 0$.

Lemma 2.2. ([2]) Let $C$ be a nonempty closed convex subset of a smooth, strictly convex and reflexive Banach space $E$, let $x \in E$ and let $z \in C$. Then

$$
z=\Pi_{C} x \Leftrightarrow\langle y-z, J x-J z\rangle \leq 0, \text { for all } y \in C
$$

Lemma 2.3. ([2]) Let $C$ be a nonempty closed convex subset of a smooth, strictly convex and reflexive Banach space $E$ and let $y \in E$. Then

$$
\phi\left(x, \Pi_{C} y\right)+\phi\left(\Pi_{C} y, y\right) \leq \phi(x, y), \quad \forall x \in C
$$

Lemma 2.4. ([3, 27]) Let $E$ be a 2-uniformly convex and smooth Banach space. Then, for all $x, y \in E$, we have that

$$
\|x-y\| \leq \frac{2}{c^{2}}\|J x-J y\|
$$

where $\frac{1}{c}(0 \leq c \leq 1)$ is the 2-uniformly convex constant of $E$.
Lemma 2.5. ([27]) Let $E$ be a uniformly convex Banach space and $r>0$. Then there exists a continuous strictly increasing convex function $g:[0,2 r] \rightarrow[0, \infty)$ such that $g(0)=0$ and

$$
\|t x+(1-t) y\|^{2} \leq t\|x\|^{2}+(1-t)\|y\|^{2}-t(1-t) g(\|x-y\|)
$$

for all $x, y \in B_{r}(0)=\{z \in E:\|z\| \leq r\}$ and $t \in[0,1]$.
Lemma 2.6. ([13]) Let $E$ be a uniformly convex Banach space and $r>0$. Then there exists a continuous strictly increasing convex function $g:[0,2 r] \rightarrow[0, \infty)$ such that $g(0)=0$ and

$$
g(\|x-y\|) \leq \phi(x, y)
$$

for all $x, y \in B_{r}(0)=\{z \in E:\|z\| \leq r\}$.
Throughout this paper, we assume that $f: C \times C \rightarrow \mathbb{R}$ is a bifunction satisfying the following conditions
(A1) $f(x, x)=0$ for all $x \in C$,
(A2) f is monotone, i.e. $f(x, y)+f(y, x) \leq 0$, for all $x, y \in C$,
(A3) $\lim _{t \downarrow 0} f(t z+(1-t) x, y) \leq f(x, y)$, for all $x, y, z \in C$,
(A4) for each $x \in C, y \mapsto f(x, y)$ is convex and lower semicontinuous.
Lemma 2.7. ([17]) Let $C$ be a nonempty closed convex subset of a smooth, strictly convex and reflexive Banach space $E$. Let $A: C \longrightarrow E^{*}$ be an $\alpha$-inverse-strongly monotone operator and $f$ be a bifunction from $C \times C$ to $\mathbb{R}$ satisfying $\left(A_{1}\right)-\left(A_{4}\right)$. Then for all $r>0$ the following hold
(i) for $x \in E$, there exists $u \in C$ such that

$$
f(u, x)+\langle A u, y-u\rangle+\frac{1}{r}\langle y-u, J u-J x\rangle \geq 0, \quad \forall y \in C
$$

(ii) if $E$ is additionally uniformly smooth and $K_{r}: E \longrightarrow C$ is defined as

$$
K_{r}(x)=\left\{u \in C \quad: \quad f(u, y)+\langle A u, y-u\rangle+\frac{1}{r}\langle y-u, J u-J x\rangle \geq 0, \quad \forall y \in C\right\}
$$

then, the following conditions hold:
(1) $K_{r}$ is single-valued,
(2) $K_{r}$ is firmly nonexpansive, i.e., for all $x, y \in E$,

$$
\left\langle K_{r} x-K_{r} y, J K_{r} x-J K_{r} y\right\rangle \leq\left\langle K_{r} x-K_{r} y, J x-J y\right\rangle
$$

(3) $F\left(K_{r}\right)=F\left(\hat{K}_{r}\right)=G E P(f, A)$,
(4) GEP is a closed convex subset of $C$,
(5) $\phi\left(p, K_{r} x\right)+\phi\left(K_{r} x, x\right) \leq \phi(p, x), \quad \forall p \in F\left(K_{r}\right)$.

The normal cone for $C$ at a point $v \in C$ is denoted by $N_{C}(v)$, that is

$$
N_{C}(v):=\left\{x^{*} \in E^{*}:\left\langle v-y, x^{*}\right\rangle \geq 0, \forall y \in C\right\} .
$$

Lemma 2.8. ([20]) Let $C$ be a nonempty closed convex subset of a Banach space $E$ and let $T$ be monotone and hemicontinuous operator of $C$ into $E^{*}$ with $C=D(T)$. Let $B \subset E \times E^{*}$ be an operator defined as follows:

$$
B v= \begin{cases}T v+N_{C} v, & v \in C, \\ \emptyset, & v \notin C .\end{cases}
$$

Then $B$ is maximal monotone and $B^{-1}(0)=\operatorname{SOL}(T, C)$.

## 3. Main Results

In this section, we introduce new iterative algorithms for solving monotone variational inequality problems which are based on Tseng's intergradient method. We prove strong convergence theorems for generated sequences by presenting intergradient algorithms, under suitable conditions.

Throughout this section, we assume that $C$ is a nonempty closed convex subset of a real 2-uniformly convex and uniformly smooth Banach space $E$ and $E^{*}$ is the dual space of $E$, and $A: C \rightarrow E^{*}$ is a $\alpha$-inverse strongly monotone operator. Assume that $\left\{\lambda_{n}\right\}$ is a sequence of real numbers such that $0<\lambda_{n}<\frac{c^{2} \alpha}{2}$ for all $n \in \mathbb{N}$, where $\frac{1}{c}$ is the 2-uniformly convexity constant of $E$.
Theorem 3.1 Let $x_{0} \in C, \Gamma:=V I(C, A) \cap F(f) \neq \emptyset$ and

$$
\left\{\begin{array}{l}
y_{n}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)  \tag{3.1}\\
z_{n}=J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right) \\
x_{n+1}=\Pi_{C} J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right),
\end{array}\right.
$$

where $\left\{\lambda_{n}\right\} \subseteq[0,1]$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=0$. Let $\left\{\alpha_{n, i}\right\} \subset(0,1)$ for $i=1,2,3$, $\alpha_{n, 1}+\alpha_{n, 2}+\alpha_{n, 3}=1$ and $\liminf \alpha_{n, 2} \alpha_{n, 3}>0$. Let $f$ be a relatively nonexpansive self-mapping on $C$ and $\|A x\| \leq\|A x-A u\|$ for all $x \in C$ and $u \in \Gamma$. Consider the sequence $\left\{x_{n}\right\}$ generated by the algorithm (3.1). Then the sequence $\left\{x_{n}\right\}$ converges strongly to $q=\Pi_{V I(C, A)} \circ f(q)$, where $P_{V I(C, A)} \circ f: H \rightarrow V I(C, A)$ is the mapping defined by $P_{V I(C, A)} \circ f(x)=P_{V I(C, A)}(f(x))$ for each $x \in H$.

Proof. Let $\hat{u} \in \Gamma$. From the definition of the function $V$ and the inequality (2.8), we conclude that

$$
\begin{align*}
\phi\left(\hat{u}, z_{n}\right)= & \phi\left(\hat{u}, J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)\right) \\
= & V\left(\hat{u}, J y_{n}-\lambda_{n} A y_{n}\right) \\
\leq & V\left(\hat{u}, J y_{n}\right)-2\left\langle J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-\hat{u}, \lambda_{n} A y_{n}\right\rangle \\
= & \phi\left(\hat{u}, y_{n}\right)+2\left\langle J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-J^{-1}\left(J y_{n}\right),-\lambda_{n} A y_{n}\right\rangle \\
& -2\left\langle y_{n}-\hat{u}, \lambda_{n} A y_{n}\right\rangle, \tag{3.2}
\end{align*}
$$

then from Lemma 2.4 and the condition $\|A x\| \leq\|A x-A \hat{u}\|$ for all $x \in C$, it follows that

$$
\begin{align*}
2\left\langleJ ^ { - 1 } \left( J y_{n}\right.\right. & \left.\left.-\lambda_{n} A y_{n}\right)-J^{-1}\left(J y_{n}\right),-\lambda_{n} A y_{n}\right\rangle \\
& \leq 2\left\|J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-J^{-1}\left(J y_{n}\right)\right\|\left\|-\lambda_{n} A y_{n}\right\| \\
& \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A y_{n}\right\|^{2} \\
& \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A y_{n}-A \hat{u}\right\|^{2} . \tag{3.3}
\end{align*}
$$

Since $A$ is $\alpha$-inverse strongly monotone and the fact that $\hat{u} \in V I(C, A)$, we have

$$
\begin{align*}
-2\left\langle y_{n}-\right. & \left.\hat{u}, \lambda_{n} A y_{n}\right\rangle \\
& =-2 \lambda_{n}\left\langle y_{n}-\hat{u}, A y_{n}-A \hat{u}\right\rangle-2 \lambda_{n}\left\langle y_{n}-\hat{u}, A \hat{u}\right\rangle \\
& \leq-2 \lambda_{n}\left\langle y_{n}-\hat{u}, A y_{n}-A \hat{u}\right\rangle \\
& \leq-2 \lambda_{n} \alpha\left\|A y_{n}-A \hat{u}\right\|^{2}, \tag{3.4}
\end{align*}
$$

substituting (3.3) and (3.4) in (3.2) and using our assumptions, we obtain

$$
\begin{aligned}
\phi\left(\hat{u}, z_{n}\right) & \leq \phi\left(\hat{u}, y_{n}\right)+\left(\frac{4 \lambda_{n}^{2}}{c^{2}}-2 \lambda_{n} \alpha\right)\left\|A y_{n}-A u\right\|^{2} \\
& =\phi\left(\hat{u}, y_{n}\right)+2 \lambda_{n}\left(\frac{2 \lambda_{n}}{c^{2}}-\alpha\right)\left\|A y_{n}-A \hat{u}\right\|^{2} \\
& \leq \phi\left(\hat{u}, y_{n}\right)
\end{aligned}
$$

hence,

$$
\begin{equation*}
\phi\left(\hat{u}, z_{n}\right) \leq \phi\left(\hat{u}, y_{n}\right) \tag{3.5}
\end{equation*}
$$

From Lemma 2.3 and the inequality (2.8), we have

$$
\begin{align*}
\phi\left(\hat{u}, y_{n}\right)= & \phi\left(\hat{u}, \Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)\right) \\
\leq & \phi\left(\hat{u}, J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)\right)=V\left(\hat{u}, J x_{n}-\lambda_{n} A x_{n}\right) \\
\leq & V\left(\hat{u}, J x_{n}\right)-2\left\langle J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-\hat{u}, \lambda_{n} A x_{n}\right\rangle \\
= & \phi\left(\hat{u}, x_{n}\right)-2 \lambda_{n}\left\langle x_{n}-\hat{u}, A x_{n}\right\rangle \\
& +2\left\langle J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-J^{-1}\left(J x_{n}\right),-\lambda_{n} A x_{n}\right\rangle, \tag{3.6}
\end{align*}
$$

since $A$ is $\alpha$-inverse strongly monotone and $\hat{u} \in V I(C, A)$, it follows that

$$
\begin{align*}
-2 \lambda_{n}\left\langle x_{n}-\right. & \left.\hat{u}, A x_{n}\right\rangle \\
& =-2 \lambda_{n}\left\langle x_{n}-\hat{u}, A x_{n}-A \hat{u}\right\rangle-2 \lambda_{n}\left\langle x_{n}-\hat{u}, A \hat{u}\right\rangle \\
& \leq-2 \lambda_{n}\left\langle x_{n}-\hat{u}, A x_{n}-A \hat{u}\right\rangle \\
& \leq-2 \lambda_{n} \alpha\left\|A x_{n}-A \hat{u}\right\|^{2} . \tag{3.7}
\end{align*}
$$

From Lemma 2.4 and our assumptions, we can conclude that

$$
\begin{align*}
2\left\langleJ ^ { - 1 } \left( J x_{n}-\right.\right. & \left.\left.\lambda_{n} A x_{n}\right)-J^{-1}\left(J x_{n}\right),-\lambda_{n} A x_{n}\right\rangle \\
& \leq 2\left\|J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-J^{-1}\left(J x_{n}\right)\right\|\left\|-\lambda_{n} A x_{n}\right\| \\
& \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A x_{n}\right\|^{2} \\
& \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A x_{n}-A \hat{u}\right\|^{2} . \tag{3.8}
\end{align*}
$$

By applying (3.7) and (3.8) in (3.6) and our assumptions, we have that

$$
\begin{equation*}
\phi\left(\hat{u}, y_{n}\right) \leq \phi\left(\hat{u}, x_{n}\right)+2 \lambda_{n}\left(\frac{2 \lambda_{n}}{c^{2}}-\alpha\right)\left\|A y_{n}-A x_{n}\right\|^{2} \leq \phi\left(\hat{u}, x_{n}\right) \tag{3.9}
\end{equation*}
$$

Hence, from (3.5) and (3.9), we have

$$
\begin{equation*}
\phi\left(\hat{u}, z_{n}\right) \leq \phi\left(\hat{u}, x_{n}\right) . \tag{3.10}
\end{equation*}
$$

Next, we will show that the sequence $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}$ is decreasing. From the relatively nonexpansiveness condition of $f$, the convexity of $\|.\|^{2}$, Lemma 2.3 and the inequality (3.10), we have that

$$
\begin{align*}
\phi\left(\hat{u}, x_{n+1}\right) \leq & \phi\left(\hat{u}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right)\right. \\
= & \|\hat{u}\|^{2}-2\left\langle\hat{u}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\|^{2} \\
\leq & \|\hat{u}\|^{2}-2 \alpha_{n, 1}\left\langle\hat{u}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle\hat{u}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle\hat{u}, J z_{n}\right\rangle \\
& +\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2} \\
= & \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right) \\
\leq & \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, x_{n}\right) \\
= & \phi\left(\hat{u}, x_{n}\right) \tag{3.11}
\end{align*}
$$

so $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}$ is decreasing. Then $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}$ is bounded, hence $\lim _{n \rightarrow \infty} \phi\left(\hat{u}, x_{n}\right)$ exists. Then from (2.3), $\left\{x_{n}\right\}$ is bounded. It follows from the relatively nonexpansiveness condition of $f,(3.9)$ and (3.10) that $\left\{f\left(x_{n}\right)\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded. From Lemmas 2.3, 2.4, the inequality (2.8) and the condition $\lim _{n \rightarrow \infty} \lambda_{n}=0$, we have

$$
\begin{align*}
& \phi\left(x_{n}, y_{n}\right.) \leq \phi\left(x_{n}, J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)\right) \\
& \quad= V\left(x_{n}, J x_{n}-\lambda_{n} A x_{n}\right) \\
& \quad \leq V\left(x_{n}, J x_{n}\right)-2\left\langle J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-x_{n}, \lambda_{n} A x_{n}\right) \\
& \quad=\left.\phi\left(x_{n}, x_{n}\right)-2\left\langle J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-J^{-1}\left(J x_{n}\right), \lambda_{n} A x_{n}\right)\right\rangle \\
& \quad \leq 2\left\|J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)-J^{-1}\left(J x_{n}\right)\right\|\left\|\lambda_{n} A x_{n}\right\| \\
& \quad \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A x_{n}\right\|^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{3.12}
\end{align*}
$$

From Lemma 2.1, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0 \tag{3.13}
\end{equation*}
$$

Next, from (2.7), (3.13), the boundedness of the sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$, and using uniformly norm-to-norm continuity of $J$ on bounded sets, it is clear that

$$
\begin{equation*}
\phi\left(y_{n}, x_{n}\right) \leq\left\|y_{n}\right\|\left\|J y_{n}-J x_{n}\right\|+\left\|x_{n}-y_{n}\right\|\left\|x_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{3.14}
\end{equation*}
$$

From Lemma 2.4, the inequality (2.8) and the condition $\lim _{n \rightarrow \infty} \lambda_{n}=0$, we have

$$
\begin{align*}
& \phi\left(y_{n}, z_{n}\right)=\phi\left(y_{n}, J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)\right) \\
& \quad= V\left(y_{n}, J y_{n}-\lambda_{n} A y_{n}\right) \\
& \quad \leq V\left(y_{n}, J y_{n}\right)-2\left\langle J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-y_{n}, \lambda_{n} A y_{n}\right) \\
& \quad\left.=\phi\left(y_{n}, y_{n}\right)-2\left\langle J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-J^{-1}\left(J y_{n}\right), \lambda_{n} A y_{n}\right)\right\rangle \\
& \quad \leq 2\left\|J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right)-J^{-1}\left(J y_{n}\right)\right\|\left\|\lambda_{n} A y_{n}\right\| \\
& \quad \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A y_{n}\right\|^{2} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{3.15}
\end{align*}
$$

From Lemma 2.1, we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n}-z_{n}\right\|=0 \tag{3.16}
\end{equation*}
$$

Since $\left\{f\left(x_{n}\right)\right\}$ and $\left\{z_{n}\right\}$ are bounded, now, setting $r_{1}=\sup \left\{\left\|f\left(x_{n}\right)\right\|,\left\|z_{n}\right\|\right\}$, from Lemma 2.5 there exists a continuous strictly increasing and convex function $g_{1}$ : $\left[0,2 r_{1}\right] \longrightarrow[0, \infty]$ with $g_{1}(0)=0$. From (3.10), Lemmas 2.3, 2.5 and the condition relatively nonexpansiveness of $f$, we conclude for each $\hat{u} \in \Gamma$ that

$$
\begin{aligned}
\phi\left(\hat{u}, x_{n+1}\right) \leq & \phi\left(\hat{u}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right)\right. \\
= & \|\hat{u}\|^{2}-2\left\langle\hat{u}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\|^{2} \\
\leq & \|\hat{u}\|^{2}-2 \alpha_{n, 1}\left\langle\hat{u}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle\hat{u}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle\hat{u}, J z_{n}\right\rangle \\
& +\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2} \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
= & \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right) \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
\leq & \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, x_{n}\right) \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
= & \phi\left(\hat{u}, x_{n}\right)-\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right),
\end{aligned}
$$

therefore

$$
\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \leq \phi\left(\hat{u}, x_{n}\right)-\phi\left(\hat{u}, x_{n+1}\right) .
$$

Since $\lim \inf _{n \rightarrow \infty} \alpha_{n, 2} \alpha_{n, 3}>0$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right)=0 \tag{3.17}
\end{equation*}
$$

because $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}$ is Cauchy and $\liminf _{n \rightarrow \infty} \alpha_{n, 2} \alpha_{n, 3}>0$. Since $g_{1}$ is a continuous function, so

$$
\begin{equation*}
g_{1}\left(\lim _{n \rightarrow \infty}\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right)=\lim _{n \rightarrow \infty} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right)=0=g_{1}(0) \tag{3.18}
\end{equation*}
$$

and also $g_{1}$ is strictly increasing, hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J f\left(x_{n}\right)-J z_{n}\right\|=0 \tag{3.19}
\end{equation*}
$$

On the other hand, since $J^{-1}$ is uniformly norm-to-norm continuous on bounded sets, we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f\left(x_{n}\right)-z_{n}\right\|=\lim _{n \rightarrow \infty}\left\|J^{-1}\left(J f\left(x_{n}\right)\right)-J^{-1}\left(J z_{n}\right)\right\|=0 \tag{3.20}
\end{equation*}
$$

Next, from (2.7) and (3.20), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \phi\left(z_{n}, f\left(x_{n}\right)\right)=0 \tag{3.21}
\end{equation*}
$$

Similarly, from (2.7), (3.13) and (3.16), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \phi\left(z_{n}, x_{n}\right)=0 \tag{3.22}
\end{equation*}
$$

Moreover, from Lemma 2.3, the inequalities (3.21), (3.22) and the convexity of $\|\cdot\|^{2}$, we conclude that

$$
\begin{aligned}
\phi\left(z_{n}, x_{n+1}\right) \leq & \phi\left(z_{n}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right)\right) \\
= & \left\|z_{n}\right\|^{2}-2\left\langle z_{n}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}\right\|^{2} \\
\leq & \left\|z_{n}\right\|^{2}-2 \alpha_{n, 1}\left\langle z_{n}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle z_{n}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle z_{n}, J z_{n}\right\rangle \\
& +\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2} \\
= & \alpha_{n, 1} \phi\left(z_{n}, x_{n}\right)+\alpha_{n, 2} \phi\left(z_{n}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(z_{n}, z_{n}\right) \\
= & \alpha_{n, 1} \phi\left(z_{n}, x_{n}\right)+\alpha_{n, 2} \phi\left(z_{n}, f\left(x_{n}\right)\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

then using Lemma 2.1, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-x_{n+1}\right\|=0 \tag{3.23}
\end{equation*}
$$

It follows from (3.13), (3.16) and (3.23) that

$$
\begin{equation*}
\left\|x_{n+1}-x_{n}\right\| \leq\left\|x_{n+1}-z_{n}\right\|+\left\|z_{n}-y_{n}\right\|+\left\|y_{n}-x_{n}\right\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{3.24}
\end{equation*}
$$

Thus $\left\{x_{n}\right\}$ is a Cauchy sequence, so $\left\{x_{n}\right\}$ converges strongly to a point $q \in C$. It follows from (3.13) and (3.16) that the sequences $\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ are convergent to $q$. Next, we show that $q \in V I(C, A)$. Let $B \subset E \times E^{*}$ be an operator defined as follows:

$$
B v=\left\{\begin{array}{lr}
\lambda_{n} A v+N_{C} v, & v \in C,  \tag{3.25}\\
\emptyset, & v \notin C .
\end{array}\right.
$$

Since $\lambda_{n} A$ is $\lambda_{n} \alpha$-inverse strongly monotone, it follows that $\lambda_{n} A$ is $\frac{1}{\lambda_{n} \alpha}$-Lipschitz continuous, hence $\lambda_{n} A$ is hemicontinuous. Therefore, by Lemma $2.8 B$ is maximal
monotone and $B^{-1}(0)=V I\left(C, \lambda_{n} A\right)=V I(C, A)$. Let $(v, w) \in G(B)$ with $w \in B v=$ $\lambda_{n} A v+N_{C}(v)$. Then $w-\lambda_{n} A v \in N_{C}(v)$, hence

$$
\begin{equation*}
\left\langle v-y_{n}, w-\lambda_{n} A v\right\rangle \geq 0 \tag{3.26}
\end{equation*}
$$

because $y_{n} \in C$. On the other hand from Lemma 2.2, we conclude that

$$
\left\langle v-y_{n}, J\left(J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)\right)-J y_{n}\right\rangle \leq 0
$$

so

$$
\begin{equation*}
\left\langle v-y_{n}, \lambda_{n} A x_{n}+J y_{n}-J x_{n}\right\rangle \geq 0 \tag{3.27}
\end{equation*}
$$

From (3.26), (3.27) and using the definition $A$, we get

$$
\begin{align*}
&\left\langle v-y_{n}, w\right\rangle \\
& \geq \lambda_{n}\left\langle v-y_{n}, A v\right\rangle-\left\langle v-y_{n}, \lambda_{n} A x_{n}+J y_{n}-J x_{n}\right\rangle \\
&= \lambda_{n}\left\langle v-y_{n}, A v-A y_{n}\right\rangle+\lambda_{n}\left\langle v-y_{n}, A y_{n}\right\rangle \\
&-\left\langle v-y_{n}, \lambda_{n} A x_{n}+J y_{n}-J x_{n}\right\rangle \\
& \geq \lambda_{n}\left\langle v-y_{n}, A y_{n}-A x_{n}\right\rangle-\left\langle v-y_{n}, J y_{n}-J x_{n}\right\rangle \\
& \geq-\lambda_{n}\left\|v-y_{n}\right\|\left\|A x_{n}-A y_{n}\right\|-\left\|v-y_{n}\right\|\left\|J x_{n}-J y_{n}\right\| . \tag{3.28}
\end{align*}
$$

Hence, using uniformly norm-to-norm continuity of $J$ on bounded sets and (3.13), $\left\langle v-y_{n}, w\right\rangle \geq 0$ as $n \rightarrow \infty$, i.e. $\langle v-q, w\rangle \geq 0$. Therefore $\langle q-v, 0-w\rangle \geq 0$, and we conclude from Lemma 2.8 that $q \in B^{-1}(0)=V I(C, A)$, because $B$ is a maximal monotone operator.

Next, we show that $q \in F(f)$. From (3.13), (3.16) and (3.20), we have

$$
\begin{equation*}
\left\|f\left(x_{n}\right)-x_{n}\right\| \leq\left\|f\left(x_{n}\right)-z_{n}\right\|+\left\|z_{n}-y_{n}\right\|+\left\|y_{n}-x_{n}\right\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{3.29}
\end{equation*}
$$

and since $x_{n} \rightharpoonup q$, then $q$ is an asymptotic fixed point of $f$. Moreover, $\hat{F}(f)=$ $F(f)$, because $f$ is a relatively nonexpansive mapping, hence $q \in F(f)$. Therefore, $\Pi_{V I(C, A)} o f(q)=\Pi_{V I(C, A)}(q)=q$.

Theorem 3.2. Suppose that $\tilde{F}$ is a bifunction from $C \times C$ to $\mathbb{R}$ which satisfies the conditions $\left(A_{1}\right)-\left(A_{4}\right)$. Let $f$ be a relatively nonexpansive self-mapping on $C$ and $\|A x\| \leq\|A x-A u\|$ for all $x \in C$ and $u \in \Omega:=V I(C, A) \cap \operatorname{GEP}(\tilde{F}, A) \cap F(f)$. Let $x_{0}$ be an arbitrary point in $C$ and $\left\{x_{n}\right\}$ be a sequence generated by

$$
\left\{\begin{array}{l}
u_{n} \in C \text { s.t } \tilde{F}\left(u_{n}, y\right)+\left\langle A u_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, J u_{n}-J x_{n}\right\rangle \geq 0  \tag{3.30}\\
w_{n}=\Pi_{C} J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right) \\
y_{n}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right) \\
C_{n}=\left\{v \in C: \phi\left(v, w_{n}\right) \leq \phi\left(v, x_{n}\right)\right\} \\
z_{n}=\Pi_{C_{n}} J^{-1}\left(J y_{n}-\lambda_{n} A y_{n}\right) \\
x_{n+1}=\Pi_{C} J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right)
\end{array}\right.
$$

where $r_{n} \in[a, \infty)$ for some $a>0,\left\{\lambda_{n}\right\} \subseteq[0,1]$ such that $\lim _{n \rightarrow \infty} \lambda_{n}=0$, and $\left\{r_{n}\right\} \subset$ $[a, \infty)$ for some $a>0$. If $\left\{\alpha_{n, i}\right\} \subset[0,1]$ for $i=1,2,3,4$ such that $\sum_{i=1}^{4} \alpha_{n, i}=1$ and $\liminf _{n \rightarrow \infty} \alpha_{n, 2} \alpha_{n, 3}>0$ and $\liminf _{n \rightarrow \infty} \alpha_{n, 2} \alpha_{n, 4}>0$ then the sequence $\left\{x_{n}\right\}$ generated by (3.30) converges strongly to $q=\Pi_{V I(C, A) \cap G E P(\tilde{F}, A)} \circ f(q)$.

Proof. Clearly, by part $(i)$ of Lemma 2.7 , the sequence $\left\{u_{n}\right\}$ exists. Now, we check that $C_{n}$ is closed and convex for each $n \geq 1$. Obviously, by the definition of $C_{n}$, it is clear that $C_{n}$ is closed. Applying the definition of $\phi$, the inequality $\phi\left(v, w_{n}\right) \leq \phi\left(v, x_{n}\right)$ is equivalent to

$$
\begin{equation*}
2\left\langle v, J x_{n}-J w_{n}\right\rangle \leq\left\|x_{n}\right\|^{2}-\left\|w_{n}\right\|^{2} \tag{3.31}
\end{equation*}
$$

It is clear from (3.31) that $C_{n}$ is convex for all $n \geq 1$.
Now, we verify that $\left\{x_{n}\right\}$ is well defined. Suppose that $p \in \Omega$. By Lemma 2.7, we may put $u_{n}=K_{r_{n}} x_{n}$. So, by condition (5) of Lemma 2.7, we conclude that

$$
\begin{equation*}
\phi\left(p, u_{n}\right)=\phi\left(p, K_{r_{n}} x_{n}\right) \leq \phi\left(p, x_{n}\right) \tag{3.32}
\end{equation*}
$$

Moreover, from Lemma 2.3 and the inequality (2.8), it follows that

$$
\begin{align*}
\phi\left(p, w_{n}\right)= & \phi\left(p, \Pi_{C} J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right)\right) \\
\leq & \phi\left(p, J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right)\right) \\
\leq & V\left(p, J u_{n}-\lambda_{n} A u_{n}\right) \\
\leq & V\left(p, J u_{n}\right)-2\left\langle J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right)-p, \lambda_{n} A u_{n}\right\rangle \\
= & \phi\left(p, u_{n}\right)-2 \lambda_{n}\left\langle u_{n}-p, A u_{n}\right\rangle \\
& +2\left\langle J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right)-J^{-1}\left(J u_{n}\right),-\lambda_{n} A u_{n}\right\rangle \tag{3.33}
\end{align*}
$$

since $A$ is an $\alpha$-inverse strongly monotone operator, and we have that

$$
\begin{align*}
-2 \lambda_{n}\left\langle u_{n}-\right. & \left.p, A u_{n}\right\rangle \\
& =-2 \lambda_{n}\left\langle u_{n}-p, A u_{n}-A p\right\rangle-2 \lambda_{n}\left\langle u_{n}-p, A p\right\rangle \\
& \leq-2 \lambda_{n} \alpha\left\|A u_{n}-A p\right\|^{2} \tag{3.34}
\end{align*}
$$

From Lemma 2.4 and the condition $\|A x\| \leq\|A x-A p\|$ for all $x \in C$, it follows that

$$
\begin{align*}
2\left\langleJ ^ { - 1 } \left( J u_{n}-\right.\right. & \left.\left.\lambda_{n} A u_{n}\right)-J^{-1}\left(J u_{n}\right),-\lambda_{n} A u_{n}\right\rangle \\
& \leq 2\left\|J^{-1}\left(J u_{n}-\lambda_{n} A u_{n}\right)-J^{-1}\left(J u_{n}\right)\right\|\left\|\lambda_{n} A u_{n}\right\| \\
& =\frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A u_{n}\right\|^{2} \\
& \leq \frac{4 \lambda_{n}^{2}}{c^{2}}\left\|A u_{n}-A p\right\|^{2} \tag{3.35}
\end{align*}
$$

By substituting (3.34) and (3.35) in (3.33) and the assumption $0<\lambda_{n}<\frac{c^{2} \alpha}{2}$, we have that

$$
\begin{equation*}
\phi\left(p, w_{n}\right) \leq \phi\left(p, u_{n}\right)+2 \lambda_{n}\left(\frac{2}{c^{2}} \lambda_{n}-\alpha\right)\left\|A u_{n}-A p\right\|^{2} \leq \phi\left(p, u_{n}\right) \tag{3.36}
\end{equation*}
$$

From (3.32) and (3.36), it is clear that

$$
\begin{equation*}
\phi\left(p, w_{n}\right) \leq \phi\left(p, x_{n}\right) \tag{3.37}
\end{equation*}
$$

Then $p \in C_{n}$ and hence $\left\{x_{n}\right\}$ is well defined.

Let $\Omega \neq \emptyset$ and $\hat{u} \in \Omega$. From Lemma 2.3 , the convexity of $\|.\|^{2}$ and the relatively nonexpansiveness of $f$, it follows that

$$
\begin{aligned}
\phi\left(\hat{u}, x_{n+1}\right) & \leq \phi\left(\hat{u}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right)\right) \\
& =\|\hat{u}\|^{2}-2\left\langle\hat{u}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\|^{2} \\
& \leq\|\hat{u}\|^{2}-2 \alpha_{n, 1}\left\langle\hat{u}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle\hat{u}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle\hat{u}, J z_{n}\right\rangle-2 \alpha_{n, 4}\left\langle\hat{u}, J w_{n}\right\rangle \\
& +\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2}+\alpha_{n, 4}\left\|w_{n}\right\|^{2} \\
& =\alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) \\
& \leq \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) \\
& =\left(\alpha_{n, 1}+\alpha_{n, 2}\right) \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) .
\end{aligned}
$$

Similarly, using Lemma 2.3, the inequality (3.10) holds for the algorithm (3.30), too. Hence, from (3.10) and (3.37), we have that

$$
\begin{equation*}
\phi\left(\hat{u}, x_{n+1}\right) \leq \phi\left(\hat{u}, x_{n}\right) \tag{3.38}
\end{equation*}
$$

We conclude that $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}$ is decreasing, so from the boundedness of the sequence $\left\{\phi\left(\hat{u}, x_{n}\right)\right\}, \lim _{n \rightarrow \infty} \phi\left(\hat{u}, x_{n}\right)$ exists. Also from (2.3), $\left\{x_{n}\right\}$ is bounded and hence from (3.32) and the relatively nonexpansiveness of $f,\left\{u_{n}\right\}$ and $\left\{f\left(x_{n}\right)\right\}$ are bounded. Similarly, using Lemma 2.3, the inequalities (3.13) and (3.16) hold for the algorithm (3.30). Hence, we conclude from (3.13) and (3.16) that the sequences $\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded, now, let $r_{1}=\sup \left\{\left\|z_{n}\right\|,\left\|f\left(x_{n}\right)\right\|\right\}$, from Lemma 2.5, there exists a continuous strictly increasing and convex function $g_{1}:\left[0,2 r_{1}\right] \longrightarrow[0, \infty)$ with $g_{1}(0)=$ 0 . We get

$$
\begin{aligned}
\phi\left(\hat{u}, x_{n+1}\right) & \leq \phi\left(\hat{u}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right)\right) \\
& =\|\hat{u}\|^{2}-2\left\langle\hat{u}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\|^{2} \\
& \leq\|\hat{u}\|^{2}-2 \alpha_{n, 1}\left\langle\hat{u}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle\hat{u}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle\hat{u}, J z_{n}\right\rangle \\
& -2 \alpha_{n, 4}\left\langle\hat{u}, J w_{n}\right\rangle+\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2} \\
& +\alpha_{n, 4}\left\|w_{n}\right\|^{2}-\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
& =\alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
& \leq \alpha_{n, 1} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 2} \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \\
& =\left(\alpha_{n, 1}+\alpha_{n, 2}\right) \phi\left(\hat{u}, x_{n}\right)+\alpha_{n, 3} \phi\left(\hat{u}, z_{n}\right)+\alpha_{n, 4} \phi\left(\hat{u}, w_{n}\right) \\
& -\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) .
\end{aligned}
$$

Now from (3.10) and (3.37), we have

$$
\begin{equation*}
\phi\left(\hat{u}, x_{n+1}\right) \leq \phi\left(\hat{u}, x_{n}\right)-\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \tag{3.39}
\end{equation*}
$$

so

$$
\alpha_{n, 2} \alpha_{n, 3} g_{1}\left(\left\|J f\left(x_{n}\right)-J z_{n}\right\|\right) \leq \phi\left(\hat{u}, x_{n}\right)-\phi\left(\hat{u}, x_{n+1}\right) .
$$

Since $\lim \inf _{n \rightarrow \infty} \alpha_{n, 2} \alpha_{n, 3}>0$, using the reasoning as in the proof of Theorem 3.1, we conclude that the inequality (3.21) and (3.22) hold.

By Lemma 2.3 and convexity of $\|.\|^{2}$, we obtain that

$$
\begin{aligned}
\phi\left(z_{n}, x_{n+1}\right) & \leq \phi\left(z_{n}, J^{-1}\left(\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right)\right) \\
& =\left\|z_{n}\right\|^{2}-2\left\langle z_{n}, \alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\rangle \\
& +\left\|\alpha_{n, 1} J x_{n}+\alpha_{n, 2} J f\left(x_{n}\right)+\alpha_{n, 3} J z_{n}+\alpha_{n, 4} J w_{n}\right\|^{2} \\
& \leq\left\|z_{n}\right\|^{2}-2 \alpha_{n, 1}\left\langle z_{n}, J x_{n}\right\rangle-2 \alpha_{n, 2}\left\langle z_{n}, J f\left(x_{n}\right)\right\rangle-2 \alpha_{n, 3}\left\langle z_{n}, J z_{n}\right\rangle \\
& -2 \alpha_{n, 4}\left\langle z_{n}, J w_{n}\right\rangle+\alpha_{n, 1}\left\|x_{n}\right\|^{2}+\alpha_{n, 2}\left\|f\left(x_{n}\right)\right\|^{2}+\alpha_{n, 3}\left\|z_{n}\right\|^{2} \\
& +\alpha_{n, 4}\left\|w_{n}\right\|^{2} \\
& =\alpha_{n, 1} \phi\left(z_{n}, x_{n}\right)+\alpha_{n, 2} \phi\left(z_{n}, f\left(x_{n}\right)\right)+\alpha_{n, 3} \phi\left(z_{n}, z_{n}\right)+\alpha_{n, 4} \phi\left(z_{n}, w_{n}\right) \\
& \leq\left(\alpha_{n, 1}+\alpha_{n, 4}\right) \phi\left(z_{n}, x_{n}\right)+\alpha_{n, 2} \phi\left(z_{n}, f\left(x_{n}\right)\right)
\end{aligned}
$$

because $z_{n} \in C_{n}$. Using (3.21), (3.22) and taking the limit in the above as $n \rightarrow \infty$, we deduce that

$$
\phi\left(z_{n}, x_{n+1}\right) \rightarrow 0
$$

Then, from Lemma 2.1, we have

$$
\lim _{n \rightarrow \infty}\left\|x_{n+1}-z_{n}\right\|=0
$$

therefore, it follows from (3.13), (3.16) that

$$
\left\|x_{n+1}-x_{n}\right\| \leq\left\|x_{n+1}-z_{n}\right\|+\left\|z_{n}-y_{n}\right\|+\left\|y_{n}-x_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty
$$

hence, $\left\{x_{n}\right\}$ is a Cauchy sequence. Thus, $\left\{x_{n}\right\}$ converges strongly to a point $q \in C$. Obviously, the relations (3.25), (3.26), (3.27) and (3.28) are valid for the algorithm (3.30). Hence, as in the proof of Theorem 3.1, we see that $q \in V I(C, A)$.

Now, we prove that $q \in \operatorname{GEP}(\tilde{F}, A)$. From (3.22) and the fact that $z_{n} \in C_{n}$, we have that $\phi\left(z_{n}, w_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Therefore, by Lemma 2.1, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-w_{n}\right\|=0 \tag{3.40}
\end{equation*}
$$

From (3.13), (3.16) and (3.40), it is clear that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-w_{n}\right\|=0 \tag{3.41}
\end{equation*}
$$

Assume that $r_{2}=\sup \left\{\left\|u_{n}\right\|,\left\|x_{n}\right\|\right\}$. From Lemma 2.6, there exists a continuous, convex and strictly increasing function $g_{2}:\left[0,2 r_{2}\right] \longrightarrow[0, \infty)$ such that $g_{2}(0)=0$ and

$$
\begin{equation*}
g_{2}\left(\left\|u_{n}-x_{n}\right\|\right) \leq \phi\left(u_{n}, x_{n}\right) \tag{3.42}
\end{equation*}
$$

Since $u_{n}=K_{r_{n}}\left(x_{n}\right)$ and by using (3.36), (3.42) and condition (5) of Lemma 2.7, we have that

$$
\begin{aligned}
g_{2}\left(\left\|u_{n}-x_{n}\right\|\right) & \leq \phi\left(u_{n}, x_{n}\right) \\
& \leq \phi\left(u, x_{n}\right)-\phi\left(u, u_{n}\right) \\
& \leq \phi\left(u, x_{n}\right)-\phi\left(u, w_{n}\right) \\
& =\|u\|^{2}-2\left\langle u, J x_{n}\right\rangle+\left\|x_{n}\right\|^{2}-\|u\|^{2}+2\left\langle u, J w_{n}\right\rangle-\left\|w_{n}\right\|^{2} \\
& =\left\|x_{n}\right\|^{2}-\left\|w_{n}\right\|^{2}+2\left\langle u, J w_{n}-J x_{n}\right\rangle \\
& \leq\left\|x_{n}\right\|^{2}-\left\|w_{n}\right\|^{2}+2\|u\|\left\|J w_{n}-J x_{n}\right\| \\
& \leq\left(\left\|x_{n}-w_{n}\right\|+\left\|w_{n}\right\|\right)^{2}-\left\|w_{n}\right\|^{2}+2\|u\|\left\|J w_{n}-J x_{n}\right\| \\
& \leq\left\|x_{n}-w_{n}\right\|^{2}+2\left\|w_{n}\right\|\left\|x_{n}-w_{n}\right\|+2\|u\|\left\|J w_{n}-J x_{n}\right\|
\end{aligned}
$$

from (3.41) and the condition uniformly norm-to-norm continuity of $J$ on bounded sets, we have $\lim _{n \rightarrow \infty} g_{2}\left(\left\|u_{n}-x_{n}\right\|\right)=0$. Then it is followed from the conditions that $g_{2}$ is a strictly increasing and continuous function that $\left\|u_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J u_{n}-J x_{n}\right\| \rightarrow 0 \tag{3.43}
\end{equation*}
$$

Since $u_{n}=K_{r_{n}} x_{n}$, we conclude that

$$
\begin{equation*}
\tilde{F}\left(u_{n}, y\right)+\left\langle A u_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, J u_{n}-J x_{n}\right\rangle \geq 0 \tag{3.44}
\end{equation*}
$$

for all $y \in C$. From the condition $\left(A_{2}\right)$, we have

$$
\begin{equation*}
\tilde{F}\left(y, u_{n}\right) \leq-\tilde{F}\left(u_{n}, y\right) \text { for all } y \in C \tag{3.45}
\end{equation*}
$$

From (3.44) and (3.45), we have that

$$
\tilde{F}\left(y, u_{n}\right) \leq-\tilde{F}\left(u_{n}, y\right) \leq\left\langle A u_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, J u_{n}-J x_{n}\right\rangle
$$

for all $y \in C$. Letting $n \rightarrow \infty$, using condition $\left(A_{4}\right)$ and by (3.43), we conclude that

$$
\begin{equation*}
\tilde{F}(y, q) \leq\langle A q, y-q\rangle \quad \text { for all } y \in C \tag{3.46}
\end{equation*}
$$

Put $y_{\lambda}=\lambda y+(1-\lambda) q$ for all $y \in C$ and $\lambda \in(0,1)$. Now from the conditions $\left(A_{1}\right)$, $\left(A_{4}\right)$, the inequality (3.46), the monotonicity of $A$ and the convexity of $\tilde{F}$, we have

$$
\begin{aligned}
0= & \tilde{F}\left(y_{\lambda}, y_{\lambda}\right)+\left\langle A y_{\lambda}, y_{\lambda}-y_{\lambda}\right\rangle \\
& \leq \lambda \tilde{F}\left(y_{\lambda}, y\right)+(1-\lambda) \tilde{F}\left(y_{\lambda}, q\right)+\left\langle A y_{\lambda}, \lambda y+(1-\lambda) q-y_{\lambda}\right\rangle \\
& =\lambda \tilde{F}\left(y_{\lambda}, y\right)+(1-\lambda) \tilde{F}\left(y_{\lambda}, q\right)+\lambda\left\langle A y_{\lambda}, y-y_{\lambda}\right\rangle+(1-\lambda)\left\langle A y_{\lambda}, q-y_{\lambda}\right\rangle \\
& =\lambda \tilde{F}\left(y_{\lambda}, y\right)+(1-\lambda) \tilde{F}\left(y_{\lambda}, q\right)+\lambda\left\langle A y_{\lambda}, y-y_{\lambda}\right\rangle+(1-\lambda)\left\langle A y_{\lambda}-A q, q-y_{\lambda}\right\rangle \\
& +(1-\lambda)\left\langle A q, q-y_{\lambda}\right\rangle \\
& \leq \lambda \tilde{F}\left(y_{\lambda}, y\right)+\lambda\left\langle A y_{\lambda}, y-y_{\lambda}\right\rangle,
\end{aligned}
$$

for all $y \in C$. So $0 \leq \tilde{F}\left(y_{\lambda}, y\right)+\left\langle A y_{\lambda}, y-y_{\lambda}\right\rangle$. Now by taking the limit as $\lambda \rightarrow 0$ and by using the condition $\left(A_{3}\right)$, it follows that $0 \leq \tilde{F}(q, y)+\langle A q, y-q\rangle$ for all $y \in C$. Therefore $q \in G E P(\tilde{F}, A)$.

Now, we show that $q \in F(f)$. Let $r_{3}=\sup \left\{\left\|w_{n}\right\|,\left\|f\left(x_{n}\right)\right\|\right\}$, hence, in a similar way with (3.39), there exists a continuous, convex and strictly increasing function $g_{3}:\left[0,2 r_{3}\right] \longrightarrow[0, \infty)$ with $g_{3}(0)=0$, such that

$$
\phi\left(\hat{u}, x_{n+1}\right) \leq \phi\left(\hat{u}, x_{n}\right)-\alpha_{n, 2} \alpha_{n, 4} g_{3}\left(\left\|J f\left(x_{n}\right)-J w_{n}\right\|\right)
$$

hence

$$
\alpha_{n, 2} \alpha_{n, 4} g_{3}\left(\left\|J f\left(x_{n}\right)-J w_{n}\right\|\right) \leq \phi\left(\hat{u}, x_{n+1}\right)-\phi\left(\hat{u}, x_{n}\right) .
$$

Let $n \longrightarrow \infty$ and using our assumptions, we obtain

$$
\lim _{n \rightarrow \infty} g_{3}\left(\left\|J f\left(x_{n}\right)-J w_{n}\right\|\right)=0
$$

since $g_{3}$ is a continuous function, it is easy to see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J f\left(x_{n}\right)-J w_{n}\right\|=0 \tag{3.47}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f\left(x_{n}\right)-w_{n}\right\|=\lim _{n \rightarrow \infty}\left\|J^{-1}\left(J f\left(x_{n}\right)\right)-J^{-1}\left(J w_{n}\right)\right\|=0 \tag{3.48}
\end{equation*}
$$

because $J^{-1}$ is uniformly norm-to-norm continuous on bounded sets. From (3.41) and (3.48), we conclude that

$$
\left\|f\left(x_{n}\right)-x_{n}\right\| \leq\left\|f\left(x_{n}\right)-w_{n}\right\|+\left\|w_{n}-x_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and since $x_{n} \rightharpoonup q$, then $q \in \hat{F(f)}=F(f)$. Hence $\left\{x_{n}\right\}$ is strongly convergent to a point $q \in \Omega$, and also we have $q=\Pi_{V I(C, A) \cap G E P(\tilde{F}, A)} \circ f(q)$.

## 4. Numerical example

Now, some examples are given to illustrate Theorem 3.2. Then the behavior of the sequences $\left\{x_{n}\right\},\left\{y_{n}\right\},\left\{z_{n}\right\}$ and $\left\{w_{n}\right\}$ are investigated which were generated by the algorithm (3.30).
Example. Let $E=\mathbb{R}, C=[-5,5], A=I, \lambda_{n}=\frac{1}{n}, c=1, \alpha=1$ and $f$ be a selfmapping on $C$ defined by $f(x)=\frac{x}{3}$ for all $x \in C$. Consider the function $\tilde{F}: C \times C \rightarrow \mathbb{R}$ defined by

$$
\tilde{F}(u, y):=16 y^{2}+9 u y-25 u^{2}
$$

for all $u, y \in C$. We see that $\tilde{F}$ satisfies the conditions (A1) - (A4) as follows:
(A1) $\tilde{F}(u, u)=16 u^{2}+9 u^{2}-25 u^{2}=0$ for all $u \in[-5,5]$,
(A2) $\tilde{F}$ is monotone, because $\tilde{F}(u, y)+\tilde{F}(y, u)=-9(u-y)^{2} \leq 0$ for all $y, u \in[-5,5]$, (A3) for each $u, y, z \in[-5,5]$,

$$
\begin{aligned}
\lim _{\lambda \rightarrow 0} \tilde{F}(\lambda z+(1-\lambda) u, y) & =\lim _{\lambda \rightarrow 0}\left(16 y^{2}+9(\lambda z+(1-\lambda) u) y-25(\lambda z+(1-\lambda) u)^{2}\right) \\
& =16 y^{2}+9 u y-25 u^{2} \\
& =\tilde{F}(u, y)
\end{aligned}
$$

(A4) For each $u \in[-5,5], y \rightarrow\left(16 y^{2}+9 u y-25 u^{2}\right)$ is convex and lower semicontinuous. Let $u \in K_{r} x$, hence, we conclude from Lemma 2.7 that

$$
\tilde{F}(u, y)+\langle A u, y-u\rangle+\frac{1}{r}\langle y-u, J u-J x\rangle \geq 0
$$

for all $y \in[-5,5]$ and $r>0$, i.e.,

$$
\begin{aligned}
0 \leq 16 r y^{2}+9 r u y-25 r u^{2} & +r u y-r u^{2}+u y-u^{2}+u x-x y \\
& =16 r y^{2}+(10 r u+u-x) y-26 r u^{2}-u^{2}+u x
\end{aligned}
$$

Let $a=16 r, b=10 r u+u-x$ and $c=-26 r u^{2}-u^{2}+u x$. Then, we have that $\triangle=b^{2}-4 a c \leq 0$, i.e.,

$$
\begin{aligned}
0 \geq(10 r u+u-x)^{2}-64 r(- & \left.26 r u^{2}-u^{2}+u x\right) \\
& =1764 r^{2} u^{2}+84 r u^{2}+u^{2}-84 r u x-2 u x+x^{2} \\
& =((42 r+1) u-x)^{2} .
\end{aligned}
$$

It follows that $u=\frac{x}{42 r+1}$. We conclude from Lemma 2.7 that $K_{r}$ is single valued. Hence, $K_{r} x=\frac{x}{42 r+1}$. Now by applying it in Theorem 3.2, we have that $u_{n}=\frac{x_{n}}{42 r_{n}+1}$ where $\left\{x_{n}\right\}$ is a sequence generated by the algorithm (3.30). Since $F\left(K_{r_{n}}\right)=\{0\}$, from condition (3) of Lemma 2.7, we have $G E P(\tilde{F}, I)=\{0\}$.
Obviously, $F(f)=\{0\}$ and $\phi(0, f(x)) \leq \phi(0, x)$, for all $x \in C$. Now, let $x_{n} \rightharpoonup q$ and also $\lim _{n \rightarrow \infty}\left(f\left(x_{n}\right)-x_{n}\right)=0$, hence $q=0$ and $\hat{F(f)}=\{0\}=F(f)$. Therefore, $f$ is a relatively nonexpansive mapping. Moreover, it is obvious that $0 \in V I(C, I)$. Therefore, $0=\Pi_{\{0\}} \circ f(0)=\Pi_{V I(C, I) \cap G E P(\tilde{F}, I)} \circ f(0)$.


Figure 1. Convergence behavior of generated sequences by Example 4

Next, assume that

$$
\alpha_{n, 1}=\frac{1}{4}+\frac{1}{4 n}, \alpha_{n, 2}=\frac{1}{4}-\frac{1}{6 n}, \alpha_{n, 3}=\frac{1}{4}+\frac{1}{12 n}, \alpha_{n, 4}=\frac{1}{4}-\frac{1}{6 n}, r_{n}=\frac{1}{42},
$$

for all $n \in \mathbb{N}$ and $u_{0}=0$. So clearly $\left\{\alpha_{n, i}\right\}_{i=1}^{4}$ satisfy in the conditions of Theorem 3.2. Since $x_{n} \in C$, we have

$$
\left\{\begin{array}{l}
w_{n}=\Pi_{C} J^{-1}\left(u_{n}-\frac{1}{n} u_{n}\right)=\frac{n-1}{n} u_{n}=\frac{n-1}{2 n} x_{n} \\
y_{n}=\Pi_{C} J^{-1}\left(x_{n}-\frac{1}{n} x_{n}\right)=\Pi_{C} \frac{n-1}{n} x_{n}=\frac{n-1}{n} x_{n} \\
C_{n}=\left\{v \in C:\left|v-w_{n}\right| \leq\left|v-x_{n}\right|\right\} \\
z_{n}=\Pi_{C n} J^{-1}\left(y_{n}-\frac{1}{n} y_{n}\right)=\frac{n-1}{n} y_{n}=\left(\frac{n-1}{n}\right)^{2} x_{n} \\
x_{n+1}=\Pi_{C} J^{-1}\left(\left(\frac{1}{4}+\frac{1}{4 n}\right) x_{n}+\left(\frac{1}{4}-\frac{1}{6 n}\right) \frac{1}{3} x_{n}+\left(\frac{1}{4}+\frac{1}{12 n}\right)\left(\frac{n-1}{n}\right)^{2} x_{n}\right. \\
\left.\quad+\left(\frac{1}{4}-\frac{1}{6 n}\right) \frac{n-1}{2 n} x_{n}\right) .
\end{array}\right.
$$

See Table 1 and Figure 1 with the initial point $x_{1}=5$ of the sequence $\left\{x_{n}\right\}$.

Table 1. Numerical results of convergence for $x_{1}=5$ in Example 4

| n | $x_{n}$ | $y_{n}$ | $z_{n}$ | $w_{n}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 5.0000 | 0.0000 | 0.0000 | 0.0000 |
| 2 | 2.6389 | 0.0000 | 0.0000 | 0.0000 |
| 3 | 1.4386 | 0.3596 | 0.5547 | 0.3596 |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 13 | 0.0178 | 0.0163 | 0.0150 | 0.0082 |
| 14 | 0.0120 | 0.0111 | 0.0103 | 0.0056 |
| 15 | 0.0082 | 0.0076 | 0.0070 | 0.0038 |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 28 | 0.0001 | 0.0001 | 0.0001 | 0.0000 |
| 29 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 30 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
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