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1. Introduction

In this paper, our concern is to find a common nearest fixed point of continuous
pseudo-contraction mappings in a Hadamard space. The motivation of this problem is
the strong relationship between pseudo-contractions and accretive operators which has
a connection with equations of evolution (see [3, 5]). Physically, significant problems
can be modelled as initial value problem of the form:

u′(t) +Bu(t) = 0, u(0) = u0 (1.1)

where B is an accretive operator on a given Banach space. Examples where such
evolution equations occur are heat, wave or Schrödinger’s equations (see [37]). If
u(t) is independent of t, then (1.1) becomes Bu = 0, the solution of this problem
corresponds to the equilibrium point of (1.1). Since generally B is nonlinear, there is
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no closed form solution of this equation. The standard technique is to introduce an
operator T := I \ B where I is the identity map on the Banach space. Such a T is
known as pseudo-contraction mapping. Clearly, any zero of B is a fixed point of T .
One of the first fundamental results in the theory of monotone operators by Browder
[5], states that the solution of initial value problem (1.1) exists if B is locally Lipschits
and accretive on a Banach space. An operator B on a subset C of a Hilbert space H
into itself is accretive if 〈Bx − By, x − y〉 ≥ 0 for any x, y ∈ C. A mapping T on C
into itself is called a pseudo-contraction if

〈Tx− Ty, x− y〉 ≤ ||x− y||2, for all x, y ∈ C.
The mapping T is called Lipschitian if there exists L ≥ 0 such that

||Tx− Ty|| ≤ L||x− y||,
for all x, y ∈ C. If L = 1, then T is called nonexpansive, and if L ∈ [0, 1), then T
is called a contraction. We observe that B is accretive if and only if T := I \ B is
pseudo-contraction; thus a zero of monotone operator B which is defined as

N(B) := {x ∈ D(B) : Bx = 0},
is a fixed point of T , that is Tx = x. This describes a strong relationship between
an accretive operator and a pseudo-contraction mapping. Also a zero of a monotone
operator is a solution of a variational inequality associated with the monotone map-
ping and denoted V I(C;B). If the monotone operator is subdifferential of a convex
function, then a zero of the monotone operator is also a solution of a minimiza-
tion problem for a convex function [17, 22]. Thus, considerable research efforts have
been devoted for approximating zero of monotone operators, fixed points of pseudo-
contraction mappings (see, for example [17],[8] and the references contained in them).
A general iterative formula for approximation of fixed points of pseudo-contraction
mappings and nonexpansive mappings was introduced by Mann [23]. The sequence
generated by Mann iterations only converges weakly to the fixed point of the given
mapping. Genel and Lindenstrass’s [12] showed by means of a counterexample that
the sequence generated by Mann iteration does not necessarily converge strongly to a
fixed point of a nonexapansive mapping. In the framework of Hilbert space, Halpern
[14] was the first one to introduce a modified Mann iteration formula which converges
strongly to a fixed point of a nonexpansive mapping. Later in 2000, Moudafi [24]
introduced the Viscosity approximation in a Hilbert space to generalize the ideas
of Halpern work. Zegeye [36] continued that work to extend the result of Moudafi
to the class of Lipschitz pseudo-contraction mappings in Banach spaces. Since then
viscosity approximations have been extensively studied in the context of convex opti-
mization, linear programming, monotone inclusions and elliptic differential equations
(see [26, 30, 33]). One of the obstacles in carrying out results from Banach space to
complete CAT(0) space setting lies in the substantial use of linear structure of the
Banach spaces. In 2008, Berg and Nikolaev [2] introduced the notion of an inner
product-like notion (quasilinearization) in complete CAT(0) spaces to resolve these
difficulties.
Question: Can we give an analogue of the above results in a nonlinear domain,
namely, complete CAT(0) space?
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Motivated by the work of Kakavandi and Amini [16] and Khatibzadeh and Ranjbar
[18], we first give affirmative answer to the above question. Secondly, inspired by
the work of Moudafi [24], Zegeye [35], Ugwunnadi and Ali [31] and Kumam and
Chaipunya [20], we study a viscosity approximation algorithm for finding a nearest
fixed point of a continuous pseudo-contraction mapping in a Hadamard space.

2. Preliminaries

Let (X, d) be a metric space and x, y ∈ X with d(x, y) = l. A geodesic path from x
to y is a function ν from a closed interval [0, l] to X such that ν(0) = x and ν(l) = y.
The image of ν is called a geodesic segment from the point x to y. A metric space
X is a (uniquely) geodesic space, if any two points of X are joined by (only one)
geodesic segment.
CN-Inequality: Let x, x0, x1, x2 ∈ X. If d(x0, x1) = d(x0, x2) = 1

2d(x1, x2), then

d2(x, x0) ≤ 1

2
d2(x, x1) +

1

2
d2(x, x2)− 1

4
d2(x1, x2).

If a geodesic space X satisfies CN-inequality, then X is known as a CAT(0) space.
So, every CAT(0) space is a uniquely geodesic space. A complete CAT(0) space is
known as a Hadamard space. For more definitions and basic properties of geodesic
spaces, see ([1, 4, 6, 13, 15] and references therein). Let x, y ∈ X and λ ∈ [0, 1], we
write λx⊕ (1−λ)y for the unique point z on the geodesic segment joining x to y such
that

d(z, x) = (1− λ)d(x, y) and d(z, y) = λd(x, y). (2.1)

We also denote by [x, y] the geodesic segment joining x to y, that is,

[x, y] = {λx⊕ (1− λ)y : λ ∈ [0, 1]}.
A subset C of a CAT(0) space is convex if [x, y] ⊆ C for all x, y ∈ C.
Berg and Nikolaev [2] introduced the concept of quasilinearization in a metric space

X as follows: Let us denote a pair (a, b) ∈ X × X by
−→
ab and call it a vector. A

quasilinearization is a map 〈., .〉 : (X ×X)× (X ×X)→ R defined by

〈
−→
ab,
−→
cd〉 =

1

2

(
d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)

)
, ∀a, b, c, d ∈ X. (2.2)

It is easy to verify that

〈
−→
ab,
−→
cd〉 = 〈

−→
cd,
−→
ab〉, 〈

−→
ab,
−→
cd〉 = −〈

−→
ba,
−→
cd〉

and

〈−→ax,
−→
cd〉+ 〈

−→
xb,
−→
cd〉 = 〈

−→
ab,
−→
cd〉

for all a, b, c, d ∈ X. We say that X satisfies the Cauchy-Schwarz inequality if

〈
−→
ab,
−→
cd〉 ≤ d(a, b)d(c, d) (2.3)

for all a, b, c, d ∈ X. It is known that a geodesically connected metric space is a
CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequality (see [2]). A
thorough discussion of these spaces and their important role in various branches of
mathematics are given in [4, 6].
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The notion of the dual space of a Hadamard space was introduced in 2010 by Kaka-
vandi and Amini [16] as follows: Consider the map Θ : R ×X ×X → C(X) defined
by

Θ(t, a, b)(x) = t〈
−→
ab,−→ax〉, (2.4)

where C(X) is the space of all continuous real-valued functions on X. Then, it follows
from Cauchy-Schwarz that Θ(t, a, b) is a Lipschitz semi-norm

L(Θ(t, a, b)) = |t|d(a, b) for all a, b ∈ X, (2.5)

where

L(f) = sup
{f(x)− f(y)

d(x, y)
: x, y ∈ X,x 6= y

}
,

is the Lipschitz semi-norm of the function f : X → R. Now, consider the pseudometric
D defined on R×X ×X by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b)−Θ(s, c, d)). (2.6)

D((t, a, b), (s, c, d)) = 0 if and only if t〈
−→
ab,−→xy〉 = s〈

−→
cd,−→xy〉 for all x, y ∈ X (see [16,

Lemma 2.1]). For a Hadamard space (X, d), the pseudometric space (R×X ×X,D)
can be considered as a subspace of the pseudometric space (Lip(X,R), L) of all real-
valued Lipschitz functions. Also, the metric D defines an equivalent relation on
R×X ×X, where the equivalence class of (t, a, b) is

[t
−→
ab] = {s

−→
cd : D((t, a, b), (s, c, d)) = 0 ∀x, y ∈ X}. (2.7)

Then, the dual space of a metric space (X, d), is the metric space (X∗, D), where

X∗ := {[t
−→
ab] : (t, a, b) ∈ R×X ×X}.

Also, [−→aa] = [
−→
bb] for all a, b ∈ X and zero of dual space is written as 0 = [−→ww ] for

any fixed vector w ∈ X. If X is a closed and convex subset of a Hilbert space H with

non-empty interior, then X∗ = H and t(b−a) ≡ [t
−→
ab] for all t ∈ R, a, b ∈ H (see [16]).

The following relation is adopted from [16], that is:

〈αx∗ + βy∗,−→xy〉 := α〈x∗,−→xy〉+ β〈y∗,−→xy〉, (α, β ∈ R, x, y ∈ X,x∗, y∗ ∈ X∗),

where 〈x∗,−→xy〉 := t〈
−→
ab,−→xy〉, (x∗ = [t

−→
ab] ∈ X∗, (x, y) ∈ X×X). Let X be a Hadamard

space and X∗ be its dual space. A multivalued mapping B : X → 2X
∗

with domain

D(B) := {x ∈ X : Bx 6= ∅}
is called monotone if for all x, y ∈ D(B), x∗ ∈ Bx, y∗ ∈ By,

〈x∗ − y∗,−→yx〉 ≥ 0 (see [18]). (2.8)

A monotone mapping B is called maximal if the graph G(B) defined by

G(B) := {(x, x∗) ∈ X ×X∗ : x∗ ∈ B(x)},
is not properly contained in the graph of any other monotone mapping. The resolvent
of a monotone mapping B of order λ > 0 is the multivalued mapping JBλ : X → 2X

defined by (see [18])

JBλ (x) := {z ∈ X | [
1

λ
−→zx] ∈ Bz}.
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We say that the mappingB satisfies the range condition if for every λ > 0, D(JBλ ) = X
(see [18]). The variational inequality problem in X associated with the monotone
operator B is to:

find x ∈ X such that 〈x∗,−→xy〉 ≥ 0 ∀ x∗ ∈ Bx and y ∈ X.
The set of solutions of a variational inequality problem is denoted by V I(X,B).
Definition 2.1 Let (X, d) be a Hadamard space with dual X∗ and C a nonempty
closed and convex subset of X. The mapping T : C → X is said to be:

(1) Lipschitian if there exist L ≥ 0 such that

d(Tx, Ty) ≤ Ld(x, y) for all x, y ∈ C,
and T is called nonexpansive (contraction) if L = 1(L ∈ [0, 1)), respectively.

(2) firmly nonexpansive if

d2(Tx, Ty) ≤ 〈
−−−→
TxTy,−→xy〉 for all x, y ∈ C.

(3) pseudo-contraction if

〈
−−−→
TxTy,−→xy〉 ≤ d2(x, y), for all x, y ∈ C. (2.9)

Lemma 2.2 [18] Let (X, d) be a Hadamard space with dual X∗ and C a nonempty
closed and convex subset of X. The mapping T : C → X is firmly nonexpansive if
and only if

〈
−−−→
TxTy,

−−−→
(Tx)x〉+ 〈

−−−→
TxTy,

−−−→
(Ty)y〉 ≤ 0, for all x, y ∈ C. (2.10)

Definition 2.3 Let C be a nonempty closed and convex subset of a CAT(0) space X.

(1) Let f : X → R ∪ {∞} be a function. The domain of f is the set defined by

D(f) := {x ∈ X : f(x) <∞}.
The function f is called proper if D(f) 6= ∅. That is, there exists at least one
point u ∈ D(f) such that f(u) ∈ R.

(2) A bifunction f : C ×C → R is called monotone if f(x, y) + f(y, x) ≤ 0 for all
x, y ∈ C.

(3) A point v ∈ C is called an equilibrium point of f : C × C → R if

f(v, y) ≥ 0, for all y ∈ C.
The set of equilibrium points of f is denoted by EP (C, f).

Definition 2.4 [20] Let C be a nonempty closed and convex subset of a Hadamard
space X and f : C × C → R be a bifunction. For any z ∈ C define

fz(x, y) := f(x, y)− 〈−→xz,−→xy〉, for all x, y ∈ C.
Theorem 2.5 [20] Let C be a nonempty closed and convex subset of a Hadamard
space X and f : C×C → R. Then the resolvent operator Jf : X → 2C of f is defined
as follows:

Jf (x) := {z ∈ C : f(z, y)− 〈−→zx,−→zy〉 ≥ 0, ∀ y ∈ C}
where x ∈ X. Assume that f has the following properties:

(i) f(x, x) = 0 for all x ∈ X,
(ii) f is monotone,
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(iii) For each x ∈ C, y 7→ f(x, y) is convex and lower semicontinuous,
(iv) for each y ∈ C, f(x, y) ≥ lim supt↓0(tx⊕ (1− t)z),for all x, x ∈ C.

If D(Jf ) 6= ∅, then the following results hold:

(1) D(Jf ) = X and Jf is single-valued.
(2) If D(Jf ) ⊃ C, then Jf is nonexpansive restricted to C.
(3) If D(Jf ) ⊃ C, then F (Jf ) = EP (C, f).

Remark 2.6 By Lemma 2.2, it easy to see that Jf in Theorem 2.5 is a firmly
nonexpansive mapping.
Lemma 2.7 [20] Let X be a Hadamard space with dual X∗. Suppose that B : X ⇒
X∗ is a monotones with dom(B) = X. Define

fB(x, y) := sup
z∈B(x)

〈z,−→xy〉, ∀x, y ∈ X.

Then, B−1(0) = EP (X, fB), where B−1(0) := {w ∈ X; 0 ∈ Bw}.
By Theorem 2.5 and Lemma 2.7, we obtain the following.
Lemma 2.8 Let C be a nonempty closed and convex subset of a Hadamard space X
and B : C → 2X

∗
be a continuous monotone mapping. Then there exists a resolvent

operator Sλ : X → 2C of B with order λ > 0 and defined as

Sλ(x) := {z ∈ C : 〈x∗,−→zy〉+
1

λ
〈−→xz,−→zy〉 ≥ 0, ∀ y ∈ C, x∗ ∈ Bz}

where x ∈ X. Assume that Sλ is proper. Then the following hold:

(1) Sλ is single-valued.
(2) If D(Sλ) ⊃ C, then Sλ is firmly nonexpansive restricted to C.
(3) If D(Sλ) ⊃ C, then F (JSλ) = V I(C,B).

Lemma 2.9 Let X be a CAT(0) space, w, x, y, z ∈ X and τ, λ ∈ [0, 1]. Then

(i) d(λx⊕ (1− λ)y, z) ≤ λd(x, z) + (1− λ)d(y, z), (see [11]).
(ii) d2(λx⊕ (1−λ)y, z) ≤ λd2(x, z) + (1−λ)d2(y, z)−λ(1−λ)d2(x, y), (see [11]).

(iii) d(λw ⊕ (1− λ)x, λy ⊕ (1− λ)z) ≤ λd(w, y) + (1− λ)d(x, z), (see [4]).
(iv) d(τx⊕ (1− τ)y, λx⊕ (1− λ)y) ≤ |τ − λ|d(x, y), (see [7]).

Let {xn} be a bounded sequence in a Hadamard space X. For x ∈ X, we set

r(x, {xn}) = lim sup
n→∞

d(x, xn).

The asymptotic radius r({xn}) of {xn} is given by

r({xn}) = inf{r(x, {xn}) : x ∈ X}
and the asymptotic center A({xn}) of {xn} is the set

A({xn}) = {x ∈ X : r(x, {xn}) = r({xn})}.
It is well known that in a Hadamard space, A({xn}) consists of exactly one point (see
[10, Proposition 7]).
Lemma 2.10 [19] Every bounded sequence in a Hadamard space always has a
4−convergent subsequence.
Lemma 2.11 [9] If C is a closed and convex subset of a Hadamard space and {xn}
is a bounded sequence in C, then the asymptotic center of {xn} is in C.
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Let C be a closed and convex subset of X which contains a bounded sequence {xn}.
We employ the notation:

{xn}⇀ w ⇔ lim sup
n→∞

d(xn, w) = inf
x∈C

(lim sup
n→∞

d(xn, x)).

We note that (see [25])

{xn}⇀ w if and only if A({xn}) = {w}. (2.11)

The following lemmas are very useful for proving our main results:
Lemma 2.12 [25] If C is a closed and convex subset of a Hadamard space X and
{xn} is a bounded sequence in C, then 4− lim

n→∞
xn = p implies that {xn}⇀ p.

Lemma 2.13 [29] Let {xn} and {yn} be bounded sequences in a metric space of
hyperbolic type X and {βn} be a sequence in [0,1] with

lim inf
n→∞

βn < lim sup
n→∞

βn < 1.

Suppose that xn+1 = βnxn ⊕ (1− βn)yn for all n ≥ 0 and

lim sup
n→∞

(d(yn+1, yn)− d(xn+1, xn)) ≤ 0.

Then limn→∞ d(yn, xn) = 0.
Definition 2.14 Let C be a nonempty closed and convex subset of a Hadamard space
X. The metric projection PC : X → C is defined by

u = PC(x) ⇔ d(u, x) = inf{d(y, x) : y ∈ C}, for all x ∈ X.
Lemma 2.15 [2] Let C be a nonempty closed and convex subset of a Hadamard space
X. For any x ∈ X and u ∈ C, u = PC(x) if and only if

〈−→yu,−→ux〉 ≥ 0. (2.12)

Lemma 2.16 [9] Let X be a Hadamard space and T : X → X be a nonexpansive
mapping. Then the conditions that {xn} ∆-converges to x and d(xn, Txn)→ 0, imply
x = Tx.
Lemma 2.17 [32] Let X be a CAT(0) space. For any u, v,∈ X and t ∈ (0, 1), let
ut = tu⊕ (1− t)v. Then for all x, y ∈ X,

(i) 〈−→utx,−→uty〉 ≤ t〈−→ux,−→uty〉+ (1− t)〈−→vx,−→uty〉;
(ii) 〈−→utx,−→uy〉 ≤ t〈−→ux,−→uy〉+ (1− t)〈−→vx,−→uy〉

and 〈−→utx,−→vy〉 ≤ t〈−→ux,−→vy〉+ (1− t)〈−→vx,−→vy〉.
Lemma 2.18 [32] Let X be a complete CAT(0) space. Then for all u, x, y ∈ X, the
following inequality holds:

d2(x, u) ≤ d2(y, u) + 2〈−→xy,−→xu〉.
Lemma 2.19 [21] Let X be a complete CAT(0) space. Then for all u, x, y ∈ X and
α ∈ [0, 1]. Let z1 = αx⊕(1−α)u and z2 = αy⊕(1−α)u, then the following inequality
holds:

〈−−→z1z2,−→xz2〉 ≤ α〈−→xy,−→xu〉.
The following lemma gives the conditions for the convergence of a nonnegative real

sequences.
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Lemma 2.20 [34] Let {an} be a sequence of nonnegative real numbers satisfying the
following relation:

an+1 ≤ (1− δn)an + δnσn + θn, n ≥ 0,

where
(i) {δn} ⊂ [0, 1],

∑
δn =∞;

(ii) lim sup σn ≤ 0; (iii) θn ≥ 0; (n ≥ 0),
∑
θn <∞.

Then, an → 0 as n→∞.

3. Main results

Lemma 3.1 Let (X, d) be a Hadamard space with dual X∗ and B : X → 2X
∗

be a

continuous monotone map. If Bx := [
−−−→
(Tx)x], for any x ∈ X where T is a map from

X into itself. Then T is a continuous pseudo-contraction map. Furthermore, if the
set of fixed points of T , F (T ) 6= ∅, then N(B) := {x ∈ X : x ∈ B−1(0)} = F (T ).
Proof. Let B : X → 2X

∗
be a monotone operator and T : X → X be a map.

Then, for every x, y ∈ X, there exist x∗ ∈ Bx := [
−−−→
(Tx)x] and y∗ ∈ By := [

−−−→
(Ty)y] by

hypothesis on B. Now using (2.8), we get

0 ≤ 〈[
−−−→
(Tx)x]− [

−−−→
(Ty)y],−→yx〉

= 〈
−−→
Txx,−→yx〉 − 〈

−−→
Tyy,−→yx〉

= 〈
−−−→
TxTy,−→yx〉+ 〈

−−→
Tyx,−→yx〉+ 〈

−−→
yTy,−→yx〉

= 〈
−−−→
TxTy,−→yx〉+ 〈−→yx,−→yx〉

= −〈
−−−→
TxTy,−→xy〉+ 〈−→xy,−→xy〉

= −〈
−−−→
TxTy,−→xy〉+ d2(x, y).

Therefore,

〈
−−−→
TxTy,−→xy〉 ≤ d2(x, y);

hence by (2.9), we conclude that T is a pseudo-contraction map. Next, we show that
N(B) := {x ∈ X : x ∈ B−1(0)} = F (T ). Let x ∈ X be a zero of the dual space.

Then for fix w ∈ X, [−→ww] = 0 ∈ Bx, but Bx := [
−−−→
(Tx)x], so by (2.7), (2.6) and (2.5)

with L as a seminorm, we obtain

0 = D((1, Tx, x), (1, w, w))

= L(Θ(1, Tx, x)−Θ(1, w, w))

≥
∣∣∣L(Θ(1, Tx, x))− L(Θ(1, w, w))

∣∣∣
= |1 · d(Tx, x)− 1 · d(w,w)|
= d(Tx, x).

Therefore d(Tx, x) ≤ 0, which implies that Tx = x.
Lemma 3.2 Let C be a nonempty closed and convex subset of a Hadamard space
X and T : C → C be a continuous pseudo-contraction mapping. Then there exists a
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resolvent operator Tλ : X → 2C of T with order λ > 0 and defined as

Jλ(x) := {z ∈ C : 〈
−−→
Tzz,−→yz〉+

1

λ
〈−→xz,−→zy〉 ≥ 0, ∀ y ∈ C}, (3.1)

where x ∈ X. Assume that Jλ is proper. Then the following hold:

(1) Jλ is single-valued.
(2) If D(Jλ) ⊃ C, then Jλ is firmly nonexpansive restricted to C.
(3) If D(Jλ) ⊃ C, then F (Jλ) = F (T ).

Proof. Let x ∈ X and Bx := [
−−−→
(Tx)x]. Then by Lemma 3.1, B is a continuous

monotone operator. Hence the result by Lemma 2.8.
Lemma 3.3 Let C be a nonempty closed and convex subset of a Hadamard space
X and T : C → C be a continuous pseudo-contraction mapping. For x ∈ X and
λ > µ > 0, let the mapping Jλ be as in Lemma 3.2. If F (Jλ) 6= ∅, then for any
x, y ∈ X and u ∈ F (Jλ), the following hold:

(1) d(Jλx, Jµy) ≤ d(x, y) + |λ−µ|
λ d(Jλx, y).

(2) d2(Jλx, x) ≤ d2(x, u)− d2(Jλx, u).

In particular, d(Jλx, Jλy) ≤ d(x, y) for any λ > 0 and x, y ∈ X, that is, Jλ is
nonexpansive.
Proof. (i) Let x, y ∈ X, and define z1 := Jλx, z2 := Jµy for any λ > µ > 0. Then by
(3.1), we get

〈
−−−→
Tz1z1,

−→uz1〉+
1

λ
〈−→xz1,−→z1u〉 ≥ 0, ∀ u ∈ C, (3.2)

and

〈
−−−→
Tz2z2,

−→vz2〉+
1

µ
〈−→yz2,−→z2v〉 ≥ 0, ∀ v ∈ C. (3.3)

If, in particular, u = z2 and v = z1, then by (3.2) and (3.3), we obtain

〈
−−−→
Tz1z1,

−−→z2z1〉+
1

λ
〈−→xz1,−−→z1z2〉 ≥ 0 (3.4)

and

〈
−−−→
Tz2z2,

−−→z1z2〉+
1

µ
〈−→yz2,−−→z2z1〉 ≥ 0. (3.5)
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Adding (3.4) and (3.5) and using (2.9), we get

0 ≤ 〈
−−−→
Tz1z1,

−−→z2z1〉+ 〈
−−−→
Tz2z2,

−−→z1z2〉

+
1

λ
〈−→xz1,−−→z1z2 +

1

µ
〈−→yz2,−−→z2z1〉

= 〈
−−−−−→
Tz1Tz2,

−−→z2z1〉+ 〈
−−−→
Tz2z1,

−−→z2z1〉
1

λ
[〈−→xy,−−→z1z2〉+ 〈−→yz1,−−→z1z2〉] +

1

µ
[〈−→yz1,−−→z2z1〉+ 〈−−→z1z2,−−→z2z1〉]

= −〈
−−−−−→
Tz1Tz2,

−−→z1z2〉+ 〈
−−−→
z1Tz2,

−−→z1z2〉
1

λ
[〈−→xy,−−→z1z2〉 − 〈−→z1y,−−→z1z2〉] +

1

µ
[〈−→yz1,−−→z2z1〉 − 〈−−→z1z2,−−→z1z2〉]

= −〈
−−−−−→
Tz1Tz2,

−−→z1z2〉+ 〈−−→z1z2,−−→z1z2〉+
1

λ
〈−→xy,−−→z1z2〉( 1

µ
− 1

λ

)
〈−→z1y,−−→z1z2〉 −

1

µ
〈−−→z1z2,−−→z1z2〉

≤ −d2(z1, z2) + d2(z1, z2) +
1

λ
〈−→xy,−−→z1z2〉( 1

µ
− 1

λ

)
〈−→z1y,−−→z1z2〉 −

1

µ
d2(z1, z2)

≤ 1

λ
d(x, y)d(z1, z2) +

( 1

µ
− 1

λ

)
d(z1, y)d(z1, z2)− 1

µ
d2(z1, z2).

Therefore,

1

µ
d2(z1, z2) ≤ 1

λ
d(x, y)d(z1, z2) +

( 1

µ
− 1

λ

)
d(z1, y)d(z1, z2).

Hence, in view of µ > λ and µ
λ < 1, we obtain

d(z1, z2) ≤ d(x, y) +
|λ− µ|
λ

d(z1, y).

(ii) As is Jλ is firmly nonexpansive, so for any x ∈ X and u ∈ F (Jλ), by (2.10) and
(2.2), we obtain

0 ≥ 〈
−−−−−→
JλxJλu,

−−−→
Jλxx〉+ 〈

−−−−−→
JλuJλx,

−−−→
Jλuu〉

= 〈
−−−→
Jλxu,

−−−→
Jλxx〉+ 〈

−−−→
uJλx,

−→uu〉

=
1

2

[
d2(Jλx, x) + d2(u, Jλx)− d2(Jλx, Jλx)− d2(u, x)

]
.

Therefore,

d2(Jλx, x) ≤ d2(x, u)− d2(Jλx, u).

Let T : C → C be a continuous pseudo-contraction mapping. Then in view of Lemma
3.2, we make the following assumption in the rest of the paper. For any λn ∈ (0,+∞)
and x ∈ X,

Jλn
(x) := {z ∈ C : 〈

−−→
Tzz,−→yz〉+

1

λn
〈−→xz,−→zy〉 ≥ 0, ∀ y ∈ C}.
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Now, we prove our main result.
Theorem 3.4 Let (X, d) be a Hadamard space and C ⊂ X a nonempty closed
and convex set. Let T : C → C be continuous pseudo-contraction mapping such
that F (T ) 6= ∅. Let g be a contraction of C into itself with a contraction constant
γ ∈ (0, 12 ). Let {xn}∞n=1 be a sequence generated by:

x1 ∈ C;

xn+1 = βnxn ⊕ (1− βn)yn,

yn = (1− αn)Jλnxn ⊕ αng(xn),

(3.6)

where λn ∈ (0,+∞) with lim inf
n→∞

λn > 0; {αn} and {βn} are real sequences in [0, 1]

satisfying the following conditions:

(C1) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(C2) lim
n→∞

|αn+1 − αn| = 0 and lim
n→∞

|λn+1 − λn| = 0.

(C3) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1.

Then the sequence {xn}∞n=1 converges strongly to u := PF (T )g(u) where PF (T ) is the
projection of C onto F (T ).
Proof. First, we show that there exists a unique element u ∈ F (T ) such that u =
PF (T )g(u). Let x, y ∈ C. Then by nonexpansivity of PF (T ) and definition of g, we get

d(PF (T )g(x), PF (T )g(y)) ≤ d(g(x), g(y)) ≤ γd(x, y).

Thus, PF (T )g is a contraction on C. Since C is a closed subset of X and X is complete,
there exists a unique element say u in C such that u = PF (T )g(u). Next, we show
that {xn}∞n=1 is bounded. Let p ∈ F (T ). By Lemma 3.3 , we get

d(Jλn
xn, p) ≤ d(xn, p).

Now, by (3.6) and Lemma 2.9, we obtain

d(yn, p) = d((1− αn)Jλnxn ⊕ αng(xn), p)

≤ (1− αn)d(Jλnxn, p) + αnd(g(xn), g(p)) + αnd(g(p), p)

≤ [1− αn(1− γ)]d(xn, p) + αnd(g(p), p). (3.7)

and

d(xn+1, p) = d(βnxn ⊕ (1− βn)yn, p)

≤ βnd(xn, p) + (1− βn)d(yn, p)

≤ [1− αn(1− βn)(1− γ)]d(xn, p)

+αn(1− βn)(1− γ)
d(g(p), p)

1− γ

≤ max
{
d(xn, p),

d(g(p), p)

1− γ

}
...

≤ max
{
d(x1, p),

d(g(p), p)

1− γ

}
.
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Therefore {xn}∞n=1 is bounded. So {yn}, {g(xn)} and {Jλn
xn} are bounded. Next

we show that lim
n→∞

d(xn+1, xn) = 0. Letting vn := Jλnxn, then by Lemma 2.9 and

Lemma 3.3, we obtain

d(yn+1, yn) = d(αn+1g(xn+1)⊕ (1− αn+1)vn+1, αng(xn)⊕ (1− αn)vn)

≤ d(αn+1g(xn+1)⊕ (1− αn+1)vn+1, αn+1g(xn+1)⊕ (1− αn+1)vn)

+d(αn+1g(xn+1)⊕ (1− αn+1)vn, αn+1g(xn)⊕ (1− αn+1)vn)

+d(αn+1g(xn)⊕ (1− αn+1)vn, αng(xn)⊕ (1− αn)vn)

≤ (1− αn+1)d(vn+1, vn) + αn+1d(g(xn+1), g(xn))

+|αn+1 − αn|d(g(xn), vn)

≤ [1− αn+1(1− γ)]d(xn+1, xn) + |αn+1 − αn|d(g(xn), vn)

+(1− αn+1)
|λn+1 − λn|

λn+1
d(vn+1, xn). (3.8)

Therefore,

d(yn+1, yn) + [αn+1(1− γ)− 1]d(xn+1, xn)

≤ (1− αn+1)
|λn+1 − λn|

λn+1
d(vn+1, xn)

+|αn+1 − αn|d(g(xn), vn). (3.9)

Hence, by (C1), (C2) and (3.9), we obtain

lim sup
n→∞

(d(yn+1, yn)− d(xn+1, xn)) ≤ 0.

So by Lemma 2.13, we obtain

lim
n→∞

d(yn, xn) = 0. (3.10)

Thus, by (3.6) we get

lim
n→∞

d(xn+1, xn) = lim
n→∞

βnd(yn, xn) = 0. (3.11)

By (3.6) and (C1), we get

lim
n→∞

d(yn, Jλn
xn) = lim

n→∞
αnd(g(xn), Jλn

xn) = 0. (3.12)

Thus from (3.11) and (3.12), we obtain

lim
n→∞

d(xn, Jλn
xn) ≤ lim

n→∞
d(xn, yn) + lim

n→∞
d(yn, Jλn

xn) = 0. (3.13)

Also with the nonexpansivity of Jλn for any n ≥ 1, we get

d(yn, Jλnyn) ≤ d(yn, xn) + d(xn, Jλnxn) + d(Jλnxn, Jλnyn)

≤ 2d(xn, yn) + d(xn, Jλnxn),

thus by (3.10) and (3.13), we have

lim
n→∞

d(yn, Jλnyn) = 0. (3.14)
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Next, we show that

lim sup
n→∞

〈
−−−→
g(u)u,−−→xnu〉 ≤ 0,

where u = PF (T )g(u). Since {xn} is bounded, by Lemma 2.10, there exists, a sub-
sequence {xnk

} of {xn} which ∆−converges to u in X. Now by Lemma 2.12, we
get xnk

⇀ u ∈ X as k → ∞. Then by (2.11) and Lemma 2.11, we obtain u ∈ C.
Furthermore, since Jλn is nonexpansive by Lemma 2.16 we have u ∈ F (Jλn), thus by
Lemma 3.2(3), we obtain u ∈ F (T ).
Let Ψmx := βmx ⊕ (1 − βm)y, where y = (1 − αm)Jλm

x ⊕ αmg(x), for x ∈ X.
Then Ψm is a contraction mapping for each m ≥ 1. Thus by Contraction map-
ping principle, there exists a unique fixed point wm of Ψm for each m ≥ 1. That is,
wm = βmwm⊕ (1−βm)ym, where ym = (1−αm)Jλm

wm⊕αmg(wm). It follows from
[28] that lim

m→∞
wm = u. Thus , by Lemma 2.17, we get

d2(wm, yn) = 〈−−−→wmyn,
−−−→wmyn〉

= 〈
−−−−−−−−−−−−−−−−−−→
[βmwm ⊕ (1− βm)ym]yn,

−−−→wmyn〉
≤ βm〈−−−→wmyn,

−−−→wmyn〉+ (1− βm)〈−−−→ymyn,
−−−→wmyn〉

= βmd
2(wm, yn) + (1− βm)〈−−−→ymyn,

−−−→wmyn〉

that is,

d2(wm, yn) ≤ 〈−−−→ymyn,
−−−→wmyn〉.

Since {xn} and {βn} are bounded, then there exists some M > 0 such that

M ≥ sup
m,n≥1

{d(wm, xn+1)},

also with the fact that Jλm
for each m ≥ 1 is nonexpansive, by (2.2), Lemma 2.17

and (3.6), we obtain

d2(wm, yn) ≤ 〈−−−→ymyn,
−−−→wmyn〉

≤ αm〈
−−−−−−→
g(wm)yn,

−−−→wmyn〉+ (1− αm)〈
−−−−−−→
Jλmwmyn,

−−−→wmyn〉

= αm〈
−−−−−−−→
g(wm)g(u),−−−→wmyn〉+ αm〈

−−−→
g(u)u,−−−→wmyn〉+ αm〈−−→uwm,−−−→wmyn〉

+αm〈−−−→wmyn,
−−−→wmyn〉+ (1− αm)〈

−−−−−−−−−→
Jλm

wmJλm
yn,
−−−→wmyn〉

+(1− αm)〈
−−−−−−→
Jλmynyn,

−−−→wmyn〉

≤ αmγd(wm, u)d(wm, yn) + αm〈
−−−→
g(u)u,−−−→wmyn〉

+αmd(u,wm)d(wm, yn) + αmd
2(wm, yn)

+(1− αm)d(Jλmwm, Jλmyn)d(wm, yn)

+(1− αm)d(Jλmyn, yn)d(wm, yn)

≤ αm(1 + γ)Md(wm, u) + αm〈
−−−→
g(u)u,−−−→wmyn〉

+αmd
2(wm, yn) + (1− αm)d2(wm, yn)

+(1− αm)d(Jλm
yn, yn)M.
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Therefore

〈
−−−→
g(u)u,−−−→ynwm〉 ≤ (1 + γ)Md(wm, u) +

d(Jλm
yn, yn)

αm
M.

Now, first taking limit superior as n → ∞ and then as m → ∞, using (3.14) and
lim
m→∞

wm = u, we get

lim sup
m→∞

lim sup
n→∞

〈
−−−→
g(u)u,−−−→ynwm〉 ≤ 0.

Furthermore, we note that

〈
−−−→
g(u)u,−−→ynu〉 = 〈

−−−→
g(u)u,−−−→ynwm〉+ 〈

−−−→
g(u)u,−−→wnu〉

≤ 〈
−−−→
g(u)u,−−−→ynwm〉+ d(g(u), u)d(wm, u).

thus

lim sup
n→∞

〈
−−−→
g(u)u,−−→ynu〉 ≤ lim sup

n→∞
〈
−−−→
g(u)u,−−−→ynwm〉+ d(g(u), u)d(wm, u).

As lim
m→∞

wm = u and since the left hand term in the above inequality is independent

of m, so we get

lim sup
n→∞

〈
−−−→
g(u)u,−−→ynu〉 ≤ 0. (3.15)

Finally, we show that xn → u := PF (T )g(u) as n→∞. For any n ≥ 1, let (zn) in C
be defined by zn = αnu ⊕ (1 − αn)Jλn

xn. Then by (3.6), Lemma 2.18, 2.19, (2.1),
(2.3) and (3.7), we obtain

d2(yn, u) ≤ d2(zn, u) + 2〈−−−→xnzn,
−−→ynu〉

= (1− αn)2d2(Jλnxn, u) + 2〈−−→znyn,−−→uyn〉

≤ (1− αn)2d2(xn, u) + 2αn〈
−−−−→
ug(xn),−−→uyn〉

= (1− αn)d2(xn, u) + 2αn[〈
−−−→
ug(u),−−→uyn〉+ 〈

−−−−−−→
g(u)g(xn),−−→uyn〉]

≤ (1− αn)d2(xn, u) + 2αn〈
−−−→
g(u)u,−−→ynu〉+ 2αnγd(u, xn)d(u, yn)

≤ (1− αn)d2(xn, u) + 2αn〈
−−−→
g(u)u,−−→ynu〉

+2αnγd(xn, u)
[
d(xn, u) + αnd(g(u), u)

]
=

[
1− αn(1− 2γ)

]
d2(xn, u)

+2αn

[
〈
−−−→
g(u)u,−−−−→xn+1u〉+ αnγd(g(u), u)d(xn, u)

]
.

Furthermore, with (xn+1) in (3.6); by Lemma 2.10(ii) and (3.16), we get

d2(xn+1, u) = d2(βnxn ⊕ (1− βn)yn, u)

≤ βnd
2(xn, u) + (1− βn)d2(yn, u)

≤
[
1− αn(1− βn)(1− 2γ)

]
d2(xn, u)

+2αn(1− βn)
[
〈
−−−→
g(u)u,−−→ynu〉+ αnγd(g(u), u)d(xn, u)

]
.
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Hence

d2(xn+1, u) ≤ (1− δn)d2(xn, u) + δnθn,

where

θn :=
2αn(1− βn)(1− 2γ)[〈

−−−→
g(u)u,−−→ynu〉+ αnγd(g(u), u)d(xn, u)]

1− 2γ

and

δn := 2αn(1− βn)(1− 2γ).

Thus, it follows from condition (C1) and (3.15) that lim
n→∞

δn = 0,
∑
δn =∞ and

lim sup
n→∞

θn ≤ 0.

Therefore, by Lemma 2.20 , we get d(xn, u)→ 0 as n→∞ that is xn → u as n→∞,
where u := PF (T )g(u). This complete the the proof.
Let C be a nonempty closed and convex subset of a Hadamard space X and B :
C → 2X

∗
be a continuous monotone mapping. Then there exists a resolvent operator

Sλ : X → 2C of B with order λn > 0 for each n ≥ 1 and defined as

Sλn
(x) := {z ∈ C : 〈x∗,−→zy〉+

1

λn
〈−→xz,−→zy〉 ≥ 0, ∀ y ∈ C, x∗ ∈ Bz}

where x ∈ X.
Corollary 3.5 Let (X, d) be a Hadamard space and C ⊂ X a nonempty closed and
convex set. Let B : C → 2X

∗
be a continuous monotone mapping such that N(B) 6= ∅.

Let g, λn, {αn} and {βn} be as in Theorem 3.4. Let {xn}∞n=1 be a sequence generated
by: 

x1 ∈ C;

xn+1 = βnxn ⊕ (1− βn)yn,

yn = (1− αn)Sλn
xn ⊕ αng(xn).

(3.16)

Then the sequence {xn}∞n=1 converges strongly to u ∈ N(B), where u = PN(B)g(u).
Proof. Let Bx = [Txx] for all x ∈ X, then by Lemma 3.1 we get that T is continuous
pseudo-contraction and N(B) = {x ∈ C : x ∈ B−1(0)} = F (T ). Thus, we obtain the
desire result from Theorem 3.4

4. Application

In this section, using Theorem 3.4, we obtain important and new result that is
associated with minimization of lower semicontinuous and convex functions in CAT(0)
space.
Definition 4.1[16] Let (X, d) be a Hadamard space with a dual X∗ and h : X →
(−∞,+∞] a proper function with domain D(h) = {x ∈ X : h(x) < +∞}. The
subdifferential of h is the multivalued mapping ∂h : X ⇒ 2X

∗
defined by

∂h = {x∗ ∈ X∗ : 〈x∗,−→xz〉 ≤ h(z)− h(x) (z ∈ X)},

for x ∈ D(h) and ∂h = ∅, otherwise.
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Theorem 4.2 [16] If h : X → (−∞,+∞] is a proper lower semicontinuous and convex
function, where X is a Hadamard space, then

(i) h attains its minimum at x ∈ X if and only if 0∈ ∂h(x), where 0= [−→ww], for
fix w ∈ X.

(ii) ∂h : X ⇒ 2X
∗

is a monotone mapping.
(iii) for each y ∈ X, there exists a point x ∈ X, such that [−→xy] ∈ ∂h(x).

Note that (iii) of Theorem 4.2 shows that D(∂h) = X.

Let h : X → (−∞,+∞] be proper lower semicontinuous and convex function on a
Hadamard space X with dual X∗ and their subdifferentials ∂h : X ⇒ 2X

∗
satisfy all

the conditions of Theorem 4.2. For λ > 0 and x ∈ X, let

Kλn
(x) := {z ∈ X : 〈x∗,−→zy〉+

1

λn
〈−→xz,−→zy〉 ≥ 0, ∀y ∈ X,x∗ ∈ ∂hz}.

Lemma 4.3 [27] Let X be a Hadamard space with dual X∗. Let h : X → (−∞,+∞]
be a proper, lower semicontinuous and convex function. Then

J∂hλn
(x) = argminz∈X{h(z) +

1

2λn
d2(z, x)}, ∀ λn > 0 and x ∈ X,

and F (J∂hλn
) = (∂h)−1(0).

Now with the help of Lemma 4.3, we obtain the following result. Theorem 4.4 Let
(X, d) be a Hadamard space with dual space X∗. Let h : X → (−∞,+∞] be a proper
lower semicontinuous function such that F := (∂h)−1(0) ∩ arg min(h) 6= ∅ Let g be a
contraction of X into itself with a contraction constant γ ∈ (0, 1). Let {xn}∞n=1 be a
sequence generated by: 

x1 ∈ X;

xn+1 = βnxn ⊕ (1− βn)yn,

yn = (1− αn)Kλnxn ⊕ αng(xn),

where λ ∈ (0,∞); {αn} and {βn} be a real sequences in [0, 1] satisfy the following
conditions:

(C1) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(C2) lim
n→∞

|αn+1 − αn| = 0 and lim
n→∞

|λn+1 − λn| = 0.

(C3) 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1.

Then the sequence {xn}∞n=1 converges strongly to u ∈ F , where u = PF g(u).
Proof. Note that (∂h)−1(0) = N(∂h), since ∂h is monotone. Thus, the conclusion
follows from Lemma 3.1 and Theorem 3.4.

4.1. Numerical Example. We provide a numerical result in support of Theorem
3.4. Consider X = R with usual metric. Then for λ > 0 and x ∈ R, by Lemma 3.2,
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there exists z ∈ R such that for each y ∈ R, we have

〈
−−→
Tzz,−→yz〉+

1

λ
〈−→xz,−→zy〉 ≥ 0

⇔ 1

2

(
d2(Tz, z) + d2(z, y)− d2(Tz, y)− d2(z, z)

)
+

1

2λ

(
d2(x, y) + d2(z, z)− d2(x, z)− d2(z, y)

)
≥ 0

⇔ 1

2

(
|Tz − z|2 + |z − y|2 − |Tz − y|2

)
+

1

2λ

(
|x− y|2 − |x− z|2 − |z − y|2

)
≥ 0

⇔ 1

2

(
((Tz)2 − 2(Tz)z + z2) + (z2 − 2zy + y2)− ((Tz)2 − 2(Tz)y + y2)

)
+

1

2λ

(
(x2 − 2xy + y2)− (x2 − 2xz + z2)− (z2 − 2zy + y2)

)
≥ 0

⇔ y
(

(Tz − z) +
z − x
λ

)
+ z(z − a) +

z(x− z)
λ

≥ 0.

Put

G(y) := 0y2 + y
(

(Tz − z) +
z − x
λ

)
+ z(z − a) +

z(x− z)
λ

.

Then G is a quadratic function of y with coefficient a = 0, b =
(

(Tz− z) + z−x
λ

)
and

c = z(z − a) + z(x−z)
λ . Its discriminant ∆ := b2 − 4ac = b2. Note that G(y) ≥ 0 for

all y ∈ R. If it has at most one solution in R, then, G(y) = 0; hence

λ(Tz − z) + z − x = 0. (4.1)

Choose C = [0, 1], Tx = 1 − x 2
3 , λ = 1, αn = 1

2n , βn = n
7n+1 and g(xn) = 1

4xn.

Then, by (4.1), we get (1 − z 2
3 − z) + z − x = 0. Thus z = (1 − x)

3
2 . Therefore

Jλ(x) = (1− x)
3
2 . Hence the algorithm (3.6) can be simplified as:{

xn+1 = n
7n+1xn + 6n+1

7n yn,

yn = 2n−1
2n (1− xn)

3
2 + 1

8nxn.

By taking the initial value x1 = 0.5, the numerical experiment result using MATLAB
is given in Figure 1, which shows that this iteration process converges to 0.4297.
Remark 4.5

(i) Theorem 3.4 extends the results of Zegeye [35] and Ugwunnadi and Ali [31]
from Hilbert space setting to Hadamard spaces.

(ii) Theorem 3.4 extends and generalizes the results of Moudafi [24] and Zegeye
[36] in the following aspects:
(a) a real Hilbert space in [24] is replaced by a nonlinear domain, namely, a

Hadamaed space.
(b) a nonexpansive mapping in [24] is replaced by continuous pseudo-

contraction mapping.
(c) a real Banach space in [36] is replaced by a Hadamard space.
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Figure 1. x1 = 0.5, the convergence process of the sequence {xn}.

(iii) As T is continuous pseudo-contraction if and only if T := I \ B is monotone
so our Theorem 3.4 also holds for monotone mapping on Hadamard spaces.

Acknowledgement. We thank Prof. Hadi Khatibzadeh for pointing onto a rela-
tionship between a pseudocontraction mapping and monotone operator in CAT(0)
spaces.
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[22] P.E. Maingé, Viscosity methods for zeroes of accretive operators, J. Approx. Theory, 140(2006),
127-140.

[23] W.R. Mann, Mean value method in iteration, Proc. Am. Math. Soc., 4(1953), 506-510.

[24] A. Moudafi, Viscosity approximation methods for fixed-points problems, J. Math. Anal. Appl.,
241(2000), 46-55.

[25] B. Nanjaras, B. Panyanak, Demiclosed principle for asymptotically nonexpansive mappings in

CAT (0) spaces, Fixed Point Theory Appl., 2010(2010), Article ID 268780, 14 pages.
[26] J.-W. Peng, Y. Wang, D.S. Shyu, J.-C. Yao, Common solutions of an iterative scheme for

variational inclusions, equilibrium problems and fixed point problems, J. Inequal. Appl., (2008),

ID 720371.
[27] S. Ranjbar, H. Khatibzadeh, Strong and ∆-convergence to a zero of a monotone operator in

CAT (0) spaces, Mediterr. J. Math., 56(2017), 1-15.
[28] S. Saejung, Halpern’s iteration in CAT (0) spaces, Fixed Point Theory Appl., (2010), Art. ID

471781, 13 pp.

[29] T. Suzuki, Strong convergence theorems for infinite families of nonexpansive mappings in gen-
eral Banach spaces, Fixed Point Theory Appl., 1(2005), 103-123.

[30] T. Suzuki, Moudafi’s viscosity approximations with Meir-Keeler contractions, J. Math. Anal.

Appl., 325(2007), 342-352.
[31] G.C. Ugwunnadi, B. Ali, Approximation methods for solutions of system of split equilibrium

problems, Adv. Oper. Theory, 1(2016), 164-183.

[32] R. Wangkeeree, P. Preechasilp, Viscosity approximation methods for nonexpansive mappings in
CAT (0) spaces, J. Inequal. Appl., 2013(2013), 93.

[33] H.K. Xu, Viscosity approximation methods for nonexpansive mappings, J. Math. Anal. Appl.,

298(2004), 279-291.
[34] H.K. Xu, Iterative algorithms for nonlinear operators, J. London Math. Soc., 66(2002), 240-256.

[35] H. Zegeye, An iterative approximation method for a common fixed point of two pseudocontractive
mappings, ISRN Math. Anal., (2011), Article ID 621901, 14 pp.

[36] H. Zegeye, N. Shahzad, T. Mekonen, Viscosity approximation methods for pseudocontractive

mappings in Banach spaces, Appl. Math. Comput., 185(2007), 538-546.
[37] E. Zeidler, Nonlinear Functional Analysis and Applications, Part II, Monotone Operators,

Springer-Verlag, 1985.

Received: September 21, 2020; Accepted: August 27, 2021.



412 G.C. UGWUNNADI, Z.G. MAKUKULA, A.R. KHAN AND Y. SHEHU


