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fixed point of this class of mappings and a unique solution of some variational inequality problems
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1. Introduction

Let C be a nonempty subset of a metric space X and T : C → C be a nonlinear
mapping. A point x ∈ C is called a fixed point of T if Tx = x. We denote the set of
fixed points of T by F (T ). The mapping T is said to be

(i) a contraction, if there exists k ∈ (0, 1) such that

d(Tx, Ty) ≤ kd(x, y) ∀x, y ∈ C,

if k = 1, then T is called nonexpansive;
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(ii) quasinonexpansive, if F (T ) 6= ∅ and

d(p, Tx) ≤ d(p, x) ∀p ∈ F (T ), x ∈ C;

(iii) nonspreading (see [30]) if

2d2(Tx, Ty) ≤ d2(Tx, y) + d2(Ty, x) ∀x, y ∈ C.

The approximation of fixed points of nonlinear mappings is known to be one of the
most flourishing areas of research in mathematics that has received a lot of attention
in recent time, due to its wide applications in solving many mathematical problems,
(see [3, 33, 36, 37, 49] and the references therein). For instance, the approximation of
fixed points of nonspreading mappings are known to be very useful in solving mean
ergodic problems (see for example, [30]). Also, approximating fixed points of certain
nonspreading mappings is equivalent to finding zero points of monotone operators and
minimizers of proper convex and lower semi-continuous mappings (see [14, 30] and the
references contained therein). Thus, there is rapid increase in the study of this class
of mappings and its generalizations by numerious authors. For example, Naraghirad
[34] introduced and studied a generalization of the class of nonspreading mappings in
a real Banach space, called the class of asymptotically nonspreading mappings, which
he defined as follows: Let C be a nonempty closed and convex subset of a real Banach
space E. A mapping T : C → C is called asymptotically nonspreading if

||Tnx− Tny||2 ≤ ||x− y||2 + 2〈x− Tnx, J(y − Tny)〉 ∀x, y ∈ C and n ∈ N, (1.1)

where J is the duality mapping on C. One can easily verify that in a real Hilbert
space, (1.1) is equivalent to

2||Tnx− Tny||2 ≤ ||Tnx− y||2 + ||Tny − x||2 ∀x, y ∈ C and n ∈ N. (1.2)

Naraghirad [34] proved some weak and strong convergence theorems for approximating
fixed points of asymptotically nonspreading mappings in a real Banach space. Phuen-
grattana [42] continue along this line and introduced a new class of nonspreading-type
mappings in a convex metric space, which is more general than the class of asymp-
totically nonspreading mappings. He called this class of mappings, the class of gen-
eralized asymptotically nonspreading mappings and defined it as follows: A mapping
T : C → C is called generalized asymptotically nonspreading, if there exist two func-
tions f, g : C → [0, γ], γ < 1 such that

d2(Tnx, Tny) ≤ f(x)d2(Tnx, y) + g(x)d2(Tny, x) ∀x, y ∈ C, n ∈ N,

and

0 < f(x) + g(x) ≤ 1 ∀x ∈ C.
Furthermore, he proved a ∆-convergence of the Mann-type iteration to a fixed point of
this class of mappings in an Hadamard space. It is easy to see that, if f(x) = 1

2 = g(x)
for all x ∈ C in the above definition, then T reduces to an asymptotically nonspread-
ing mapping. This shows that the class of generalized asymptotically nonspreading
mappings includes the class of asymptotically nonspreading mappings. To show that
this inclusion is actually proper, Phuengrattana [42] gave the following example:
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Example 1.1. [42] Let T : [0,∞)→ [0,∞) be defined by

Tx =

{
0.9, if x ≥ 1,

0, if x ∈ [0, 1).

Then, T is not an asymptotically nonspreading mapping. To see this, take x = 1.2
and y = 0.7. However, T is a generalized asymptotically nonspreading mapping.
We observe that the mapping defined in Example 1 is a constant mapping (in each of
the sub-intervals). It will be more desirable and interesting to consider an example of
a generalized asymptotically nonspreading mapping which is not a constant mapping
and also not an asymptotically nonspreading mapping. Unfortunately, to the best of
our knowledge, such example cannot be found in the literature. To this end, we show
that such example actually exists.
Example 1.2. Let T : [0,∞)→ [0,∞) be defined by

Tx =

{
1

x+ 1
10

, if x ≥ 1,

0, if x ∈ [0, 1).

Then, T is not an asymptotically nonspreading mapping. In fact, if we take x = 1
and y = 0.5, then

2|Tx− Ty|2 = 1.65 > 0.17 + 1 = |Tx− y|2 + |Ty − x|2.

However, T is a generalized asymptotically nonspreading mapping. To see this,
let f, g : [0,∞)→ [0, 0.9] be defined by

f(x) =

{
0, if x ≥ 1,

0.9, if x ∈ [0, 1)
and g(x) =

{
1

(x+ 1
10 )2

, if x ≥ 1,

0, if x ∈ [0, 1).

Case 1. If x ≥ 1 and y ∈ [0, 1), then f(x) = 0 and g(x) = 1
(x+ 1

10 )2
. For n = 1, we

have that Tx = 1
x+ 1

10

and Ty = 0. Thus, we obtain that

|Tx− Ty|2 =
1

(x+ 1
10 )2

≤ 0 + g(x)x2 = f(x)|Tx− y|2 + g(x)|Ty − x|2.

Now, observe that Tx = 1
x+ 1

10

∈ [0, 1), thus for n ≥ 2, we have that Tnx = 0 = Tny,

and

|Tnx− Tny|2 = 0 ≤ f(x)|Tnx− y|2 + g(x)|Tny − x|2.
Case 2. If x ∈ [0, 1) and y ≥ 1, then f(x) = 0.9 and g(x) = 0. For n = 1, we have
that Tx = 0 and Ty = 1

y+ 1
10

. Thus, we obtain that

|Tx− Ty|2 =
1

(y + 1
10 )2

< f(x)y2 + 0 = f(x)|Tx− y|2 + g(x)|Ty − x|2.

For n ≥ 2, we have that Tny = 0 = Tnx, and

|Tnx− Tny|2 = 0 ≤ f(x)|Tnx− y|2 + g(x)|Tny − x|2.
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Case 3. If x ≥ 1 and y ≥ 1, then f(x) = 0 and g(x) = 1
(x+ 1

10 )2
. For n = 1, we have

that Tx = 1
x+ 1

10

and Ty = 1
y+ 1

10

. Thus, we obtain that

|Tx− Ty|2 =
(x− y)2

(x+ 1
10 )2(y + 1

10 )2

<
(1− xy − x

10 )2

(x+ 1
10 )2(y + 1

10 )2

=
1

(x+ 1
10 )2

∣∣x− 1

y + 1
10

∣∣2
= f(x)|Tx− y|2 + g(x)|Ty − x|2.

Now, for n ≥ 2, Tnx = 0 = Tny and |Tnx−Tny|2 = 0. Hence, the conclusion follows.
Case 4. If x, y ∈ [0, 1), we have that

|Tnx− Tny|2 = 0 ≤ f(x)|Tnx− y|2 + g(x)|Tny − x|2.
Therefore, we conclude that T is a generalized nonspreading mapping.
Equilibrium Problem (EP) is another important area of research in mathematics that
has attracted the interest of many researchers. The EP is defined as:

Find x∗ ∈ C such that f(x∗, y) ≥ 0, ∀y ∈ C. (1.3)

The point x∗ for which (1.3) is satisfied is called an equilibrium point of f . The solu-
tion set of problem (1.3) is denoted by EP(C, f). The EP can be considered to be of
central importance in optimization theory since it includes many other optimization
and mathematical problems as special cases; namely, minimization problems, varia-
tional inequality problems, complementarity problems, fixed point problems, convex
feasibility problems, among others (see for example [20, 25, 31, 38, 39, 40, 47]). Thus,
numerious authors have extensively studied EPs in Hilbert, Banach and topological
vector spaces (see [1, 2, 9, 10, 13, 22, 41, 46, 47]), as well as in Hadamard manifolds
(see [12, 35]). The study of the EP was recently studied in Hadamard spaces by
Kumam and Chaipunya [31]. First, they established the existence of an equilibrium
point of a bifunction satisfying some convexity, continuity and coercivity assump-
tions, and they also established some fundamental properties of the resolvent of the
bifunction. Furthermore, they proved that the PPA ∆-converges to an equilibrium
point of a monotone bifunction in an Hadamard space. More precisely, they proved
the following theorem.
Theorem 1.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and f : C×C → R be monotone, ∆-upper semicontinuous in the first variable such

that D(Jfλ ) ⊃ C for all λ > 0 (where D(JFλ ) means the domain of Jfλ ). Suppose that
EP (C, f) 6= ∅ and for an initial guess x0 ∈ C, the sequence {xn} ⊂ C is generated by

xn := Jfλn(xn−1), n ∈ N,

where {λn} is a sequence of positive real numbers bounded away from 0. Then, {xn}
∆-converges to an element of EP (C, f).
It is worthy to note that other authors have also studied EPs in Hadamard spaces
(see for example [24]).
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We also note that the results of Kumam and Chaipunya [31] are natural generaliza-
tions of corresponding results in Hilbert spaces. Furthermore, in general, Hadamard
spaces are more suitable frameworks for the study of optimization problems and other
related mathematical problems, since many recent results in these spaces have already
found applications in diverse fields than they do in Hilbert spaces. For instance, the
minimizers of energy functional (which is an example of a convex and lower semi-
continuous functional in an Hadamard space) called hamonic maps, are very useful
in geometry and analysis (see [5]). Also, the gradient flow theorem in Hadamard
space was used to attack a conjecture of Donaldson on the asymptotic behavior of
the Calabi flow in Kähler geometry (see [6]). Moreover, the theory of optimization
has successfully been applied to find minimizers of submodular functions on modular
lattices (see [6]). Furthermore, the study of optimization problems has also been suc-
cessfully applied in Hadamard spaces, for computing medians and means, which are
very important in computational phylogenetics, difussion tensor imaging, censensus
algorithms and modeling of airway systems in human lungs and blood vessels (see
[4, 18, 19] for details). Thus, it is not out of place to expect that EPs will prove very
useful in Hadamard spaces. Hence, the generalization by Kumam and Chaipunya [31]
and [24] are necessary and very important.
Based on this, we shall continue along this line and introduce a viscosity-type prox-
imal point algorithm (since viscosity-type algorithms generally have higher rate of
convergence that the Halpern-types, see [45]), for approximating a common solution
of a finite family of EPs which is also a fixed point of a generalized asymptotically
nonspreading mappings and a unique solution of some variational inequality prob-
lems in an Hadamard space. We shall also analyse the asymptotic behaviour of the
sequence generated by a viscosity-type algorithm and extend the analysis to approx-
imate a common solution of a finite family of equilibrium problems in an Hadamard
space. It is also important to note that, in all our convergence analysis, we obtained
strong convergence results which are more desirable than ∆-convergence results in
Hadamard spaces. Furthermore, we applied our results to solve some optimization
problems in Hadamard spaces.

2. Preliminaries

In this section, we recall some basic and useful results that will be needed in estab-
lishing our main results. We categorize our study into brief-detailed subsections.
2.1 Geometry of Hadamard spaces
Definition 2.1. Let (X, d) be a metric space, x, y ∈ X and I = [0, d(x, y)] be an
interval. A curve c (or simply a geodesic path) joining x to y is an isometry c : I → X
such that c(0) = x, c(d(x, y)) = y and d(c(t), c(t′) = |t− t′| for all t, t′ ∈ I. The image
of a geodesic path is called the geodesic segment, which is denoted by [x, y] whenever
it is unique.
Definition 2.2. [17] A metric space (X, d) is called a geodesic space if every two
points of X are joined by a geodesic, and X is said to be uniquely geodesic if every
two points of X are joined by exactly one geodesic. A subset C of X is said to be
convex if C includes every geodesic segments joining two of its points. Let x, y ∈ X
and t ∈ [0, 1], we write tx ⊕ (1 − t)y for the unique point z in the geodesic segment
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joining from x to y such that

d(x, z) = (1− t)d(x, y) and d(z, y) = td(x, y). (2.1)

A geodesic triangle ∆(x1, x2, x3) in a geodesic metric space (X, d) consists of three
vertices (points in X) with unparameterized geodesic segment between each pair of
vertices. For any geodesic triangle there is comparison (Alexandrov) triangle ∆̄ ⊂ R2

such that d(xi, xj) = dR2(x̄i, x̄j) for i, j ∈ {1, 2, 3}. Let ∆ be a geodesic triangle in X
and ∆̄ be a comparison triangle for ∆̄, then ∆ is said to satisfy the CAT(0) inequality
if for all points x, y ∈ ∆ and x̄, ȳ ∈ ∆̄,

d(x, y) ≤ dR2(x̄, ȳ). (2.2)

Let x, y, z be points in X and y0 be the midpoint of the segment [y, z], then the
CAT(0) inequality implies

d2(x, y0) ≤ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d(y, z). (2.3)

Definition 2.3. A geodesic space X is said to be a CAT(0) space if all geodesic
triangles satisfy inequality (2.3). A complete CAT(0) space is called an Hadamard
space.
Definition 2.4. [8] Let X be a CAT(0) space and let the pair (a, b) ∈ X ×X which

is denoted by
−→
ab, be called a vector. A quasilinearization mapping

〈·, ·〉 : (X ×X)× (X ×X)→ R

is defined by

〈
−→
ab,
−→
cd〉 =

1

2

(
d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)

)
∀a, b, c, d ∈ X.

One can easily verify that

〈
−→
ab,
−→
ab〉 = d2(a, b), 〈

−→
ba,
−→
cd〉 = −〈

−→
ab,
−→
cd〉, 〈

−→
ab,
−→
cd〉 = 〈−→ae,

−→
cd〉+ 〈

−→
eb,
−→
cd〉

and 〈
−→
ab,
−→
cd〉 = 〈

−→
cd,
−→
ab〉 for all a, b, c, d, e ∈ X. A geodesic space X is said to satisfy

the Cauchy-Swartz inequality if 〈
−→
ab,
−→
cd〉 ≤ d(a, b)d(c, d) ∀a, b, c, d ∈ X. It has been

established in [8] that a geodesically connected metric space is a CAT(0) space if and
only if it satisfies the Cauchy-Schwartz inequality. Examples of CAT(0) spaces in-
cludes: Euclidean spaces Rn, Hilbert spaces, simply connected Riemannian manifolds
of nonpositive sectional curvature [44], R-trees, Hilbert ball [21], among others. We
also note that CAT(0) spaces are uniquely geodesic spaces.
We end this subsection with the following important lemmas which characterizes
CAT(0) spaces.
Lemma 2.5. Let X be a CAT(0) space, x, y, z ∈ X and t, s ∈ [0, 1]. Then

(i) d(tx⊕ (1− t)y, z) ≤ td(x, z) + (1− t)d(y, z) (see[17]).
(ii) d2(tx⊕ (1− t)y, z) ≤ td2(x, z) + (1− t)d2(y, z)− t(1− t)d2(x, y) (see [17]).
(iii) d2(tx⊕ (1− t)y, z) ≤ t2d2(x, z) + (1− t)2d2(y, z) + 2t(1− t)〈−→xz,−→yz〉 (see [15]).
(iv) d(tw ⊕ (1− t)x, ty ⊕ (1− t)z) ≤ td(w, y) + (1− t)d(x, z) (see [11]).
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2.2 The notion of ∆-convergence
Definition 2.6. Let {xn} be a bounded sequence in a CAT(0) space X. Then, the
asymptotic center A({xn}) of {xn} is defined by

A({xn}) = {v̄ ∈ X : lim sup
n→∞

d(v̄, xn) = inf
v∈X

lim sup
n→∞

d(v, xn)}.

It is generally known that in an Hadamard space, A({xn}) consists of exactly one
point. A sequence {xn} inX is said to be ∆-convergent to a point v̄ ∈ X if A({xnk}) =
{v̄} for every subsequence {xnk} of {xn}. In this case, we write ∆- lim

n→∞
xn = v̄ (see

[16]). The notion of ∆-convergence in metric spaces is known as analogue of the
classical notion of weak convergence in Banach spaces (see [29]).
The following lemmas are very important as regards to ∆-convergence in Hadamard
spaces.
Lemma 2.7. [17] Every bounded sequence in an Hadamard space always have a
4-convergent subsequence.
Lemma 2.8. [32] Let X be an Hadamard space. Then, every bounded sequence in
X has a unique asymptotic center.
Lemma 2.9. [27] Let X be an Hadamard space, {xn} be a sequence in X and v ∈ X.
Then {xn}4−converges to v if and only if lim sup

n→∞
〈−−→vxn,−→vy〉 ≤ 0 for all y ∈ C.

Lemma 2.10. [43, Opial’s Lemma] Let X be an Hadamard space and {xn} be a
sequence in X. If there exists a nonempty subset F in which

(i) lim
n→∞

d(xn, z) exists for every z ∈ F , and

(ii) if {xnk} is a subsequence of {xn} which is ∆-convergent to x, then x ∈ F .

Then, there is a p ∈ F such that {xn} is ∆-convergent to p in X.
Lemma 2.11. [42] Let C be a nonempty, closed and convex subset of a complete
CAT(0) space X and T : C → C be a generalized asymptotically nonspreading
mapping. Let {xn} be a bounded sequence in C such that {xn} ∆-converges to v and
lim
n→∞

d(xn, Txn) = 0. Then, Tv = v.

2.3 Existence of solution of equilibrium problems and resolvent operators
Theorem 2.12. [31, Theorem 4.1] Let C be a nonempty closed and convex subset
of an Hadamard space X and f : C ×C → R be a bifunction satisfying the following:

(A1) f(x, x) ≥ 0 for each x ∈ C,
(A2) for every x ∈ C, the set {y ∈ C : f(x, y) < 0} is convex,
(A3) for every y ∈ C, the function x 7→ f(x, y) is upper semicontinuous,
(A4) there exists a compact subset L ⊂ C containing a point y0 ∈ L such that

f(x, y0) < 0 whenever x ∈ C\L.

Then, problem (1.3) has a solution.
In [31], the authors introduce the resolvent of the bifunction f associated with the
EP (1.3). They defined a perturbed bifunction f̄x̄ : C × C → R (x̄ ∈ X) of f by

f̄x̄(x, y) := f(x, y)− 〈−→xx̄,−→xy〉, ∀x, y ∈ C. (2.4)
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The perturbed bifunction f̄ has a unique equilibrium, called the resolvent operator
Jf : X → 2C of the bifunction f (see [31]), which is defined by

Jf (x) := EP (C, f̄x) = {w ∈ C : f(w, y)− 〈−→wx,−→wy〉 ≥ 0, y ∈ C}, x ∈ X. (2.5)

It was established in [31] that Jf is well defined. In the next subsection, we shall
study some of the basic properties of this resolvent operator.

2.4. Fundamental properties of resolvent operators
We begin this subsection with the following definitions which will be needed in the
sequel.
Definition 2.13. Let X be a CAT(0) space and C be a nonempty closed and convex
subset of X. A function f : C ×C → R is called monotone if f(x, y) + f(y, x) ≤ 0 for
all x, y ∈ C.
Definition 2.14. Let X be a CAT(0) space. A function f : D(f) ⊆ X → (−∞,+∞]
is said to be convex if

f(tx⊕ (1− t)y) ≤ tf(x) + (1− t)f(y) ∀x, y ∈ X, t ∈ (0, 1).

f is called proper, if D(f) := {x ∈ X : f(x) < +∞} 6= ∅. The function f : D(f) →
(−∞,∞] is lower semi-continuous at a point x ∈ D(f) if f(x) ≤ lim inf

n→∞
f(xn), for each

sequence {xn} in D(f) such that lim
n→∞

xn = x; f is said to be lower semi-continuous

on D(f) if it is lower semi-continuous at any point in D(f).
Lemma 2.15. [31, Proposition 5.4] Let C be a nonempty closed and convex subset
of an Hadamard space X and f be a monotone bifunction, with D(Jf ) 6= ∅. Then,
the following properties hold.

(i) Jf is single-valued.
(ii) If D(Jf ) ⊃ C, then Jf is nonexpansive restricted to C.
(iii) If D(Jf ) ⊃ C, then F (Jf ) = EP (f, C).

Theorem 2.16. [31, Theorem 5.2] Let X be an Hadamard space and C be a
nonempty closed and convex subset of X. Suppose that f has the following properties

(i) f(x, x) = 0 for all x ∈ C,
(ii) f is monotone,

(iii) for each x ∈ C, y 7→ f(x, y) is convex and lower semicontinuous,
(iv) for each x ∈ C, f(x, y) ≥ lim supt↓0 f((1− t)x⊕ tz, y) for all x, z ∈ C.

Then D(Jf ) = X and Jf single-valued.

Remark 2.17. By (2.5), we have that the resolvent Jfλ of the bifunction f and of
order λ > 0, is given as

Jfλ (x) := EP (C, f̄x) = {w ∈ C : f(w, y) +
1

λ
〈−→xw,−→wy〉 ≥ 0, y ∈ C}, x ∈ X, (2.6)

where f̄ is defined in this case as

f̄x̄(x, y) := f(x, y) +
1

λ
〈−→̄x x,−→xy〉, ∀x, y ∈ C, x̄ ∈ X. (2.7)



EQUILIBRIUM AND FIXED POINT PROBLEMS IN HADAMARD SPACE 249

Lemma 2.18. [24] Let C be a nonempty, closed and convex subset of an Hadamard

space X and f : C × C → R be a monotone bifunction such that C ⊂ D(Jfλ ) for
λ > 0. Then, the following hold:

(i) Jfλ is firmly nonexpansive restricted to C. That is,

d2(Jfλx, J
f
λy) ≤ 〈

−−−−−→
JfλxJ

f
λy,
−→xy〉 ∀x, y ∈ C, λ > 0.

(ii) If F (Jfλ ) 6= ∅, then

d2(Jfλx, x) ≤ d2(x, v)− d2(Jfλx, v) ∀x ∈ C, v ∈ F (Jfλ ).

(iii) If 0 < λ ≤ µ, then d(Jfµx, J
f
λx) ≤

√
1− λ

µd(x, Jfµx), which implies that

d(x, Jfλx) ≤ 2d(x, Jfµx) ∀x ∈ C.

Remark 2.19. (See also [24]) If the bifunction f satisfies assumptions (i)-(iv) of

Theorem 2.16, then by Theorem 2.16, D(Jfλ ) = X for any λ > 0 and hence, the
conclusions of Lemma 2.18 hold in the whole space X.
The following lemma will be very useful in establishing our strong convergence theo-
rem.
Lemma 2.20. (Xu, [48]) Let {an} be a sequence of nonnegative real numbers satis-
fying the following relation:

an+1 ≤ (1− αn)an + αnσn + γn, n ≥ 0,

where
(i) {αn} ⊂ [0, 1],

∑
αn =∞;

(ii) lim sup σn ≤ 0; (iii) γn ≥ 0; (n ≥ 0),
∑
γn <∞.

Then, an → 0 as n→∞.

3. Strong convergence analysis

We now present our strong convergence theorems.

3.1 Viscosity-type proximal point algorithm
Theorem 3.1. Let C be a nonempty closed and convex subset of an Hadamard space
X and fi : C × C → R, i = 1, 2, . . . , N be a finite family of bifunctions satisfying
assumptions (i)-(iv) of Theorem 2.16. Let T : C → C be a uniformly L-Lipschitzian
generalized asymptotically nonspreading mapping which is also asymptotically regu-
lar, and g be a contraction mapping on C with coefficient γ ∈ (0, 1). Suppose that
Γ := ∩Ni=1EP (fi, C) ∩ F (T ) 6= ∅ and for arbitrary x1 ∈ C, the sequence {xn} is
generated by {

yn = JfNλn ◦ J
f(N−1)

λn
◦ · · · ◦ Jf2λn ◦ J

f1
λn
xn,

xn = αng(yn)⊕ (1− αn)Tnyn, n ≥ 1,
(3.1)

where 0 < λn ≤ λ ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(ii) L < (1− αnγ)/(1− αn).



250 C. IZUCHUKWU AND O.T. MEWOMO

Then, {xn} converges strongly to w ∈ Γ which solves the variational inequality

〈
−−−−→
wg(w),−→uw〉 ≥ 0, ∀u ∈ Γ. (3.2)

Proof. By Lemma 2.15, we obtain that, for any v ∈ Γ, v = Jfiλnv and Jfiλn is nonex-

pansive for each i = 1, 2, . . . , N . Also, by Remark 2.19, we have that D(Jfiλn) = X for
each i = 1, 2, . . . , N .
We now divide our proof into steps.
Step 1. We show that (3.1) is well defined. Now, define the mapping T gn : C → C by

T gnx = αng(y)⊕ (1− αn)Tny,

where y = JfNλn ◦ J
f(N−1)

λn
◦ · · · ◦ Jf2λn ◦ J

f1
λn
x for all n ≥ 1. Then, by Lemma 2.5 (iv), we

obtain that

d(T gnx1, T
g
nx2) ≤ αnd(g(y1), g(y2)) + (1− αn)d(Tny1, T

ny2)

≤ γαnd(y1, y2) + (1− αn)Ld(y1, y2)

≤ (γαn + (1− αn)L) d(x1, x2).

By condition (ii), we have that 0 < (γαn + (1− αn)L) < 1. Hence, T gn is a contraction
for each n ≥ 1. Therefore, by Banach contraction mapping principle, there exists a
unique fixed point xn of T gn for each n ≥ 1. Thus, (3.1) is well defined.
Step 2. We show that {xn} is bounded. Let v ∈ Γ, since T is generalized asymptot-
ically nonspreading, we obtain that

(1− g(v))d2(v, Tnyn) ≤ f(v)d2(v, yn).

Since 0 < f(v) + g(v) ≤ 1, we obtain that

d(v, Tnyn) ≤ d(v, yn). (3.3)

Thus, by (3.1) and Lemma 2.5 (i), we obtain

d(xn, v) = d(αng(yn)⊕ (1− αn)Tnyn, v)

≤ αnd(g(yn), v) + (1− αn)d(Tnyn, v)

≤ αnγd(yn, v) + αnd(g(v), v) + (1− αn)d(yn, v)

≤ αnγd(xn, v) + αnd(g(v), v) + (1− αn)d(xn, v)

=
(

1− αn(1− γ)
)
d(xn, v) + αnd(g(v), v), (3.4)

which implies that

d(xn, v) ≤ d(g(v), v)

1− γ
.

Thus, {xn} is bounded. Consequently, {yn} {Tnyn} and {g(yn)} are all bounded.
Step 3. We show that lim

n→∞
d(Jλ(i)xn, xn) = 0 = lim

n→∞
d(yn, T yn), i = 1, 2, . . . , N.

Now, by (3.1), we get

d(xn, T
nyn) = d(αng(yn)⊕ (1− αn)Tnyn, T

nyn)

≤ αnd(g(yn), Tnyn)→ 0, as n→∞. (3.5)
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Also, we obtain from Lemma 2.5 (ii) and (3.3) that

d2(xn, v) = d2(αng(yn)⊕ (1− αn)Tnyn, v)

≤ αnd
2(g(yn), v) + (1− αn)d2(Tnyn, v)

≤ αnd
2(g(yn), v) + (1− αn)d2(yn, v). (3.6)

Set u
(i+1)
n = Jfiλnu

(i)
n , for each i = 1, 2, . . . , N, where u

(1)
n = xn, for all n ≥ 1. Then,

u
(2)
n = Jf1λn(xn), u

(3)
n = Jf2λn ◦ J

f1
λn

(xn), . . . , u
(N+1)
n = yn. Then by Lemma 2.18 (ii),

we obtain for each i = 1, 2, . . . , N that

d2(u(i+1)
n , v) ≤ d2(u(i)

n , v)− d2(u(i)
n , u(i+1)

n ). (3.7)

For i = N , we obtain from (3.6) and (3.7) that

d2(xn, v) ≤ αnd
2(g(yn), v) + (1− αn)d2(u(N+1)

n , v)

≤ αnd
2(g(yn), v) + (1− αn)d2(u(N)

n , v)− (1− αn)d2(u(N)
n , u(N+1)

n )

≤ αnd
2(g(yn), v) + (1− αn)d2(xn, v)− (1− αn)d2(u(N)

n , u(N+1)
n )

≤ αn(d2(g(yn), v)− d2(xn, v)) + d2(xn, v)− (1− αn)d2(u(N)
n , u(N+1)

n ),

which implies by condition (i) that

lim
n→∞

d2(u(N)
n , u(N+1)

n ) = 0. (3.8)

In a similar way, we can get that

lim
n→∞

d2(u(N−1)
n , u(N)

n ) = 0. (3.9)

Thus, if we continue in the same manner, we can show that

lim
n→∞

d(u(i)
n , u(i+1)

n ) = 0, i = 1, 2, . . . , N. (3.10)

From (3.10), and applying triangle inequality, we obtain for each i = 1, 2, . . . , N , that

lim
n→∞

d(xn, u
(i+1)
n ) = 0. (3.11)

Thus, for i = N , we have

lim
n→∞

d(xn, yn) = 0. (3.12)

Since 0 < λn ≤ λ for all n ≥ 1, we obtain by Lemma 2.18 (iii) and (3.10) that

d
(
u(i)
n , Jfiλ u

(i)
n

)
≤ 2d

(
u(i)
n , Jfiλnu

(i)
n

)
→ 0, as n→∞, i = 1, 2, . . . , N. (3.13)

Again, since Jfiλ is nonexpansive for each i, we obtain from (3.10) and (3.11) that

d(Jfiλ xn, J
fi
λ u

(i)
n ) ≤ d(Jfiλ xn, J

fi
λ u

(i+1)
n ) + d(Jfiλ u

(i+1)
n , Jfiλ u

(i)
n )

≤ d(xn, u
(i+1)
n ) + d(u(i+1)

n , u(i)
n )→ 0, as n→∞. (3.14)

From (3.10) to (3.14), we obtain for each i = 1, 2, . . . , N that

d
(
Jfiλ xn, xn

)
≤ d

(
Jfiλ xn, J

fi
λ u

(i)
n

)
+ d

(
Jfiλ u

(i)
n , u(i)

n

)
+d
(
u(i)
n , u(i+1)

n

)
+ d

(
u(i+1)
n , xn

)
→ 0 as n→∞. (3.15)
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Furthermore, we obtain from (3.5) and (3.12) that

lim
n→∞

d(yn, T
nyn) = 0. (3.16)

Since T is asymptotically regular, we obtain that

d(yn, T yn) ≤ d(yn, T
nyn) + d(Tnyn, T

n+1yn) + d(Tn+1yn, T yn)

≤ (1 + L)d(yn, T
nyn) + d(Tn+1yn, T

nyn)→ 0, as n→∞. (3.17)

Since {xn} is bounded and X is an Hadamard space, we obtain from Lemma 2.7 that
there exists a subsequence {xnk} of {xn} which 4-converges to w. It then follows
from (3.12) that there exists a subsequence {ynk} of {yn} which 4-converges to w.

Thus, from (3.17) and Lemma 2.11, we obtain that w ∈ F (T ). Also, since Jfiλ is
nonexpansive for each i and every nonexpansive mapping is demiclosed, we obtain

from (3.15) that w ∈ F (Jfiλ ). Hence, w ∈ Γ.
Step 4. We now show that {xn} converges strongly to w. Since {ynk} 4−converges
to w ∈ Γ, we obtain by Lemma 2.9 that

lim
k→∞

〈
−−−−→
g(w)w,−−−→ynkw〉 ≤ 0. (3.18)

Also, by Lemma 2.5 (iii) and (3.1), we have

d2(xn, w) = d2(αng(yn)⊕ (1− αn)Tnyn, w)

≤ α2
nd

2(g(yn), w) + (1− αn)d2(Tnyn, w)

+2αn(1− αn)〈
−−−−→
g(yn)w,

−−−−→
Tnynw〉

≤ α2
nd

2(g(yn), w) + (1− αn)d2(yn, w)

+2αn(1− αn)[〈
−−−−→
g(yn)w,

−−−−−→
Tnynyn〉+ 〈

−−−−−−−→
g(yn)g(w),−−→ynw〉

+〈
−−−−→
g(w)w,−−→ynw〉]

≤ α2
nd

2(g(yn), w) + (1− αn)d2(yn, w)

+2αn(1− αn)[〈
−−−−→
g(yn)w,

−−−−−→
Tnynyn〉+ γd2(yn, w) + 〈

−−−−→
g(w)w,−−→ynw〉]

≤
[
(1− αn) + 2γαn(1− αn)

]
d2(xn, w)

+αn

[
αnd

2(g(yn), w) + 2(1− αn)d(Tnyn, yn)
]
d(g(yn), w)

+2αn(1− αn)〈
−−−−→
g(w)w,−−→ynw〉, (3.19)

which implies

d2(xn, w) ≤ [αnd
2(g(yn), w) + 2(1− αn)d(Tnyn, yn)]d(g(yn), w)

[1− 2γ(1− αn)]

+
2(1− αn)〈

−−−−→
g(w)w,−−→ynw〉

[1− 2γ(1− αn)]
. (3.20)

Thus, by condition (i), (3.16) and (3.18), we obtain

lim
k→∞

d2(xnk , w) = 0.
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Therefore, lim
k→∞

xnk = w.

Step 5. Lastly, we show that w is a solution of (3.2). From Lemma 2.5 (ii) and (3.1),
we obtain for all u ∈ Γ that

d2(xm, u) ≤ αmd
2(g(ym), u) + (1− αm)d2(Tmym, u)

−αm(1− αm)d2(g(ym), Tmym)

≤ αmd
2(g(ym), u) + (1− αm)d(xm, u)

−αm(1− αm)d2(g(ym), Tmym),

which implies that

d2(xm, u) ≤ d2(g(ym), u)− (1− αm)d2(g(ym), Tmym).

Thus, taking limit as m→∞, we obtain

d2(w, u) ≤ d2(g(w), u)− d2(g(w), w).

Hence,

〈
−−−−→
wg(w),−→uw〉 =

1

2

(
d2(g(w), u)− d2(w, u)− d2(g(w), w)

)
≥ 0, ∀u ∈ Γ.

Therefore, we have that w solves the variational inequality (3.2).
Now, assume that {xnk} 4−converges to u. Then, by the same argument, we also
obtain that u ∈ Γ solves the variational inequality (3.2). That is,

〈
−−−→
ug(u),−→uw〉 ≤ 0. Also 〈

−−−−→
wg(w),−→wu〉 ≤ 0.

Thus, we obtain that

(1− γ)d2(w, u) = d2(w, u)− γd2(u,w)

≤ 〈−→wu,−→wu〉 − d(g(u)g(w))d(u,w)

≤ 〈−→wu,−→wu〉 − 〈
−−−−−−→
g(u)g(w),−→uw〉

= −〈−→uw,−→wu〉+ 〈
−−−−−−→
g(u)g(w),−→wu〉

+〈
−−−→
wg(u),−→wu〉 − 〈

−−−→
wg(u),−→wu〉

= 〈
−−−→
ug(u),−→uw〉+ 〈

−−−−→
wg(w),−→wu〉 ≤ 0,

which implies that d(w, u) = 0. Hence, w = u. Therefore, {xn} converges strongly to
w, which is a solution of the variational inequality (3.2).
By setting g(x) = z for arbitrary but fixed z ∈ C and for all x ∈ C in Theorem 3.1,
we obtain the following corollary whose algorithm is of Halpern-type.
Corollary 3.2. Let C be a nonempty closed and convex subset of an Hadamard space
X and fi : C × C → R, i = 1, 2, . . . , N be a finite family of bifunctions satisfying
assumptions (i)-(iv) of Theorem 2.16. Let T : C → C be a uniformly L-Lipschitzian
generalized asymptotically nonspreading mapping which is also asymptotically regu-
lar. Suppose that Γ := ∩Ni=1EP (fi, C) ∩ F (T ) 6= ∅ and for arbitrary z, x1 ∈ C, the
sequence {xn} is generated by{

yn = JfNλn ◦ J
f(N−1)

λn
◦ · · · ◦ Jf2λn ◦ J

f1
λn
xn,

xn = αnz ⊕ (1− αn)Tnyn, n ≥ 1,
(3.21)
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where 0 < λn ≤ λ ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(ii) L < (1− αnγ)/(1− αn).

Then, {xn} converges strongly to w ∈ Γ which is nearest to z.
By setting N = 1 in Theorem 3.1, we obtain the following corollary.
Corollary 3.3. Let C be a nonempty closed and convex subset of an Hadamard space
X and f : C × C → R be a bifunctions satisfying assumptions (i)-(iv) of Theorem
2.16. Let T : C → C be a uniformly L-Lipschitzian generalized asymptotically
nonspreading mapping which is also asymptotically regular, and g be a contraction
mapping on C with coefficient γ ∈ (0, 1). Suppose that Γ := EP (f, C) ∩ F (T ) 6= ∅
and for arbitrary x1 ∈ C, the sequence {xn} is generated by{

yn = Jfλnxn,

xn = αng(yn)⊕ (1− αn)Tnyn, n ≥ 1,
(3.22)

where 0 < λn ≤ λ ∀n ≥ 1 and {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(ii) L < (1− αnγ)/(1− αn).

Then, {xn} converges strongly to w ∈ Γ which solves the variational inequality

〈
−−−−→
wg(w),−→uw〉 ≥ 0, ∀u ∈ Γ. (3.23)

Corollary 3.4. Let C be a nonempty closed and convex subset of an Hadamard
space X and T : C → C be a uniformly L-Lipschitzian generalized asymptotically
nonspreading mapping which is also asymptotically regular. Let g be a contraction
mapping on C with coefficient γ ∈ (0, 1). Suppose that F (T ) 6= ∅ and for arbitrary
x1 ∈ C, the sequence {xn} is generated by

xn = αng(xn)⊕ (1− αn)Tnxn, n ≥ 1, (3.24)

where {αn} is in (0, 1) satisfying the following conditions:

(i) lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞,

(ii) L < (1− αnγ)/(1− αn).

Then, {xn} converges strongly to w ∈ F (T ) which solves the variational inequality

〈
−−−−→
wg(w),−→uw〉 ≥ 0, ∀u ∈ F (T ). (3.25)

3.2. The asymptotic behavior of viscosity-type proximal point algorithm
In this subsection, we study the asymptotic behavior of the sequence given by the
following viscosity-type PPA and extend the study to approximate a common solution
of finite family of equilibrium problems. For x1 ∈ C, define the sequence {xn} ⊂ C
by

xn+1 = αng(xn)⊕ (1− αn)Jfλnxn, (3.26)

where {αn} is a sequence in (0, 1), {λn} is in (0,∞), g is a contraction on C and f is
a bifunction from C × C into R.
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We begin by first establishing the following lemmas which we will be needing for our
strong convergence analysis.
Lemma 3.5. Let C be a nonempty closed and convex subset of an Hadamard space
X and f : C×C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem 2.16.
Then, for λ, µ > 0 and x, y ∈ C, we have the following inequalities:

d2(Jfλx, J
f
µy) ≤ 2λf(Jfλx, J

f
µy) + d2(x, Jfµy)− d2(x, Jfλx) (3.27)

and

(λ+ µ)d2(Jfλx, J
f
µy) + µd2(Jfλx, x) + λd2(Jfµy, y) ≤ λd2(Jfλx, y) + µd2(Jfλy, x).

(3.28)

Proof. We first prove (3.27). Let λ, µ > 0 and x, y ∈ C. Then, by the definition of
the resolvent, we obtain that

f(Jfλx, z) +
1

λ
〈
−−−→
xJfλx,

−−−→
Jfλxz〉 ≥ 0 ∀ z ∈ C,

which implies that

0 ≤ 2λf(Jfλx, z) + 2〈
−−−→
xJfλx,

−−−→
Jfλxz〉

= 2λf(Jfλx, z) + d2(x, z)− d2(x, Jfλ )− d2(Jfλx, z)

≤ 2λf(Jfλx, z) + d2(x, z)− d2(x, Jfλx). (3.29)

Now, set z = tJfµy⊕ (1− t)Jfλx for all t ∈ (0, 1) in (3.29). Since f satisfies conditions
(i) and (iii) of Theorem 2.16, we obtain that

d2(x, Jfλx) ≤ 2λ
(
tf(Jfλx, J

f
µy) + (1− t)f(Jfλx, J

f
λx)
)

+ td2(x, Jfµy) + (1− t)d2(x, Jfλx)− t(1− t)d2(Jfµy, J
f
λx)

= 2λtf(Jfλx, J
f
µy) + td2(x, Jfµy) + (1− t)d2(x, Jfλx)

− t(1− t)d2(Jfµy, J
f
λx), (3.30)

which implies that

d2(x, Jfλx) ≤ 2λf(Jfλx, J
f
µy) + d2(x, Jfµy)− (1− t)d2(Jfµy, J

f
λx). (3.31)

Thus, taking limit as t→ 0, we obtain

d2(Jfλx, J
f
µy) ≤ 2λf(Jfλx, J

f
µy) + d2(x, Jfµy)− d2(x, Jfλx). (3.32)

Next, we prove (3.28). From (3.32), we obtain that

µd2(Jfλx, J
f
µy) ≤ 2λµf(Jfλx, J

f
µy) + µd2(x, Jfµy)− µd2(x, Jfλx).

Similarly, we have

λd2(Jfµy, J
f
λx) ≤ 2µλf(Jfµy, J

f
λx) + λd2(y, Jfλx)− λd2(y, Jfµy).

Adding both inequalities and using condition (ii) of Theorem 2.16, we get

(λ+ µ)d2(Jfλx, J
f
µy) + µd2(x, Jfλx) + λd2(y, Jfµy) ≤ µd2(x, Jfµy) + λd2(y, Jfλx).
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Lemma 3.6. Let C be a nonempty closed and convex subset of an Hadamard space
X and f : C × C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem
2.16. Let {λn} be a sequence in (0,∞) and v̄ be an element of C. Suppose that

lim
n→∞

λn = ∞ and A({Jfλnxn}) = {v̄} for some bounded sequence {xn} in X, then

v̄ ∈ EP (f, C).
Proof. From (3.28), we obtain that

(λn+1)d2(Jfλnxn, J
f v̄)+d2(Jfλnxn, xn)+λnd

2(Jf v̄, v̄) ≤ d2(Jf v̄, xn)+λnd
2(Jfλnxn, v̄),

which implies that

d2(Jfλnxn, J
f v̄) ≤ 1

λn
d2(Jf v̄, xn) + d2(Jfλnxn, v̄)2.

Since lim
n→∞

λn =∞, {xn} is bounded and A({Jfλnxn}) = {v̄}, we obtain that

lim sup
n→∞

d(Jfλnxn, J
f v̄) ≤ lim sup

n→∞
d(Jfλnxn, v̄)

= inf
y∈X

lim sup
n→∞

d(Jfλnxn, y),

which by Lemma 2.8 and Lemma 2.15 (iii) implies that v̄ ∈ F (Jf ) = EP (f, C).
Theorem 3.7. Let C be a nonempty closed and convex subset of an Hadamard space
X and f : C×C → R be a bifunction satisfying assumptions (i)-(iv) of Theorem 2.16.
Let g be a contraction on C with coefficient γ ∈ (0, 1) and {xn} be a sequence defined
by (3.26), where {αn} is a sequence in (0, 1) and {λn} is a sequence in (0,∞) such
that lim

n→∞
λn =∞. Then, we have the following:

(i) The sequence {Jfλnxn} is bounded if and only if EP (f, C) is nonempty

(ii) If lim
n→∞

αn = 0,
∞∑
n=1

αn =∞ and EP (f, C) 6= ∅, then {xn} and {Jfλnxn} converge

strongly to an element of EP (f, C).

Proof. (i) Suppose that {Jfλnxn} is bounded. Then by Lemma 2.8, there exists v̄ ∈ X
such that A({Jfλnxn}) = {v̄}. Since αn, γ ∈ (0, 1), we obtain from (3.26) that

d(xn+1, v̄) ≤ αnd(g(xn), v̄) + (1− αn)d(Jfλnxn, v̄)

≤ αnγd(xn, v̄) + αnd(g(v̄), v̄) + (1− αn)d(Jfλnxn, v̄)

≤ d(xn, v̄) + αnd(g(v̄), v̄) + d(Jfλnxn, v̄)

≤ αn−1γd(xn−1, v̄) + αn−1d(g(v̄), v̄) + (1− αn−1)d(Jfλn−1
xn−1, v̄)

+αnd(g(v̄), v̄) + d(Jfλnxn, v̄)

≤ d(xn−1, v̄) + αn−1d(g(v̄), v̄) + d(Jfλn−1
xn−1, v̄)

+αnd(g(v̄), v̄) + d(Jfλnxn, v̄).

Thus, by induction and the fact that {Jfλnxn} is bounded for all n ≥ 1, we get that

{xn} is bounded. Also, since lim
n→∞

λn = ∞ and A({Jfλnxn}) = {v̄}, we obtain by

Lemma 3.6 that v̄ ∈ EP (f, C). Hence, EP (f, C) is nonempty.
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Conversely, let EP (f, C) be nonempty. Then, there exists a point say v̄ ∈ C such
that v̄ ∈ EP (f, C). Thus by (3.26), we obtain that

d(xn+1, v̄) ≤ αnd(g(xn), v̄) + (1− αn)d(Jfλnxn, v̄)

≤ αnγd(xn, v̄) + αnd(g(v̄), v̄) + (1− αn)d(Jfλnxn, v̄)

≤ (1− αn(1− γ))d(xn, v̄) + αnd(g(v̄), v̄)

≤ max{d(xn, v̄),
d(g(v̄), v̄)

1− γ
}

...

≤ max{d(x1, v̄),
d(g(v̄), v̄)

1− γ
}.

Therefore, {xn} is bounded. Consequently, {Jfλnxn} is also bounded.

(ii) Since EP (f, C) is nonempty, we obtain from part (i) that {xn} and {Jfλnxn} are

bounded. Now, let vn = Jfλnxn for all n ≥ 1 and v̄ ∈ EP (f, C), then we obtain from

Lemma 2.5 (iii) that

d2(xn+1, v̄) ≤ (1− αn)2d2(vn, v̄) + 2αn(1− αn)〈
−−−−→
g(xn)v̄,

−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)〈
−−−−→
g(xn)v̄,

−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)
(
〈
−−−−−−→
g(xn)g(v̄),

−→
vnv̄〉+ 〈

−−−→
g(v̄)v̄,

−→
vnv̄〉

)
+ α2

nd
2(g(xn), v̄)

≤ (1− αn)2d2(xn, v̄) + 2αn(1− αn)
(
γd2(xn, v̄) + 〈

−−−→
g(v̄)v̄,

−→
vnv̄〉

)
+ α2

nd
2(g(xn), v̄)

≤ (1− 2αn(1− γ))d2(xn, v̄) + 2α2
n(1− γ)d2(xn, v̄)

+ 2αn(1− αn)〈
−−−→
g(v̄)v̄,

−→
vnv̄〉+ α2

nd
2(g(xn), v̄)

= (1− 2αn(1− γ))d2(xn, v̄) + 2αn(1− γ)δn, (3.33)

where

δn =
(1− αn)

(1− γ)
〈
−−−→
g(v̄)v̄,

−→
vnv̄〉+ αn

(
d2(xn, v̄) +

1

2(1− γ)
d2(g(xn), v̄)

)
(3.34)

for all v̄ ∈ EP (f, C).
Furthermore, since {vn} is bounded, we obtain from Lemma 2 that there exists a
subsequence {vnk} of {vn} that ∆-converges to some v̂ ∈ C. Thus, by Lemma 2, we
obtain that A({vnk}) = {v̂}. Moreover, lim

k→∞
λnk =∞ and {xnk} is bounded. Hence,

by Lemma 3, we obtain that v̂ ∈ EP (f, C).
Next, we show that {xn} converges strongly to an element of EP (f, C). Since the
subsequence {vnk} of {vn} ∆-converges to v̂ ∈ EP (f, C), we obtain from Lemma 2.10
that there exists z̄ ∈ EP (f, C) such that {vn} ∆-converges to z̄. Thus, by Lemma
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2.9, we obtain that

lim sup
n→∞

〈
−−−→
g(z̄)z̄,

−→
vnz̄〉 ≤ 0, (3.35)

which by setting v̄ = z̄ in (3.34), implies that lim sup
n→∞

δn ≤ 0. Therefore, applying

Lemma 2 to (3.33), gives that {xn} converges strongly to z̄ ∈ EP (f, C). It then

follows that {Jfλnxn} also converges strongly to z̄ ∈ EP (f, C).
We are now going to apply Theorem 3.7 to approximate a common solution of finite
family of equilibrium problems. We begin with the following lemma whose proof is
similar to the proof of [26, Theorem 3.14].
Lemma 3.8. Let C be a nonempty closed and convex subset of an Hadamard space
X and fj : C × C → R, j = 1, 2, . . . ,m be a finite family of bifunctions satisfying
assumptions (i)-(iv) of Theorem 2.16. Then, for λ > 0, we have

F

 m∏
j=1

J
fj
λ

 =

m⋂
j=1

F
(
J
fj
λ

)
,

where
m∏
j=1

J
fj
λ = Jf1λ ◦ J

f2
λ ◦ · · · ◦ J

fm−1

λ ◦ Jfmλ .

Proof. Clearly,

m⋂
j=1

F
(
J
fj
λ

)
⊆ F

 m∏
j=1

J
fj
λ

 .

Thus, we only have to show that

F

 m∏
j=1

J
fj
λ

 ⊆ m⋂
j=1

F
(
J
fj
λ

)
.

For this, let x ∈ F

 m∏
j=1

J
fj
λ

 and y ∈
m⋂
j=1

F
(
J
fj
λ

)
, we obtain that

d2(x, y) = d2

 m∏
j=1

J
fj
λ x,

m∏
j=1

J
fj
λ y


≤ d2

 m∏
j=2

J
fj
λ x, y

 . (3.36)



EQUILIBRIUM AND FIXED POINT PROBLEMS IN HADAMARD SPACE 259

Furthermore, we obtain by Lemma 2.18 (ii) and (3.36) that

d2

 m∏
j=2

J
fj
λ x,

m∏
j=1

J
fj
λ x

 ≤ d2

 m∏
j=2

J
fj
λ x, y

− d2

 m∏
j=1

J
fj
λ x, y


...

≤ d2(x, y)− d2

 m∏
j=1

J
fj
λ x, y


= d2

 m∏
j=1

J
fj
λ x, y

− d2

 m∏
j=1

J
fj
λ x, y

 ,

which implies
m∏
j=1

J
fj
λ x =

m∏
j=2

J
fj
λ x. (3.37)

Similarly, we obtain that
m∏
j=2

J
fj
λ x =

m∏
j=3

J
fj
λ x. (3.38)

Continuing in this manner, we can show that
m∏
j=3

J
fj
λ x =

m∏
j=4

J
fj
λ x = · · · =

m∏
j=m−1

J
fj
λ x = Jfmλ x = x. (3.39)

From (3.39), we have

x = Jfmλ x. (3.40)

From (3.39) and (3.40), we obtain

x =

m∏
j=m−1

J
fj
λ x = J

fm−1

λ

(
Jfmλ x

)
= J

fm−1

λ x. (3.41)

Continuing in this manner, we obtain from (3.37)-(3.41) that

x = J
fm−2

λ x = · · · = Jf2λ x = Jf1λ x, (3.42)

which together with (3.40) and (3.41) gives the desired conclusion.
Theorem 3.9. Let C be a nonempty closed and convex subset of an Hadamard
space X and fj : C × C → R, j = 1, 2, . . . ,m be a finite family of bifunctions
satisfying assumptions (i)-(iv) of Theorem 2.16. Let g be a contraction mapping on
C with coefficient γ ∈ (0, 1). Suppose that for arbitrary x1 ∈ C, the sequence {xn}
is generated by

xn+1 = αng(xn)⊕ (1− αn)

m∏
j=1

J
fj
λn
xn, n ≥ 1, (3.43)
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where
m∏
j=1

J
fj
λn

= Jf1λn ◦ J
f2
λn
◦ · · · ◦ Jfm−1

λn
◦ Jfmλn ,

{αn} is a sequence in (0, 1) and {λn} is a sequence in (0,∞) such that lim
n→∞

λn =∞.

If lim
n→∞

αn = 0,
∑∞
n=1 αn =∞ and Γ := ∩Ni=1EP (fi, C) 6= ∅, then the sequence {xn}

converges strongly to an element of Γ.
Proof. By Theorem 3.7 (ii) and Lemma 2.15 (iii), we obtain that {xn} converges

strongly to an element of F
(∏m

j=1 J
fj
λ

)
. Therefore, we conclude by Lemma 3.8 and

Lemma 2.15 (iii) that {xn} converges strongly to an element of Γ.

4. Application to optimization problems

We now give some applications of our results to optimization problems. We shall
assume for the rest of this paper that, X is an Hadamard space and C is a nonempty
closed and convex subset of X.

4.1. Minimization problem
Let h : X → R be a proper convex and lower semi-continuous function. Now,

define the bifunction fh : C × C → R by

fh(x, y) = h(y)− h(x), ∀x, y ∈ C.

Then, fh satisfies assumptions (i)-(iv) of Theorem 2.16 (see [31]). Moreover,
EP(fh, C) = arg minC h, J

fh = proxh and D(proxh) = X (see [31]). Consider the
following finite family of minimization problems:

Find x ∈ C such that hj(x) ≤ hj(y), ∀y ∈ C, j = 1, 2 . . . ,m. (4.1)

Thus, by setting J
fj
λn

= prox
hj
λn

in Algorithm (3.43), we can apply Theorem 3.9 to

approximate solutions of problem (4.1).

4.2. Variational inequality problem
Let T : C → C be a nonexpansive mapping. Consider the bifunction fT : C ×

C → R defined by fT (x, y) = 〈
−−→
Txx,−→xy〉. Then, fT satisfies assumptions (i)-(iv) of

Theorem 2.16, and JfT = JT (see [7, 28]). Now, consider the following finite family
of variational inequality problems:

Find x ∈ C such that 〈
−−−→
Tjxx,

−→xy〉 ≥ 0, ∀y ∈ C, j = 1, 2 . . . ,m. (4.2)

Thus, by setting J
fj
λn

= JTiλn in Algorithm (3.43), we can apply Theorem 3.9 to ap-

proximate solutions of problem (4.2).

4.3. Convex feasibility problem
Let Cj , j = 1, 2, . . . ,m be a finite family of nonempty closed and convex subsets of

C such that ∩mj=1Cj 6= ∅. Then, the convex feasibility problem is defined as:

Find x ∈ C such that x ∈ ∩Nj=1Cj . (4.3)
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Furthermore, the indicator function δC : X → R defined by

δC(x) =

{
0, if x ∈ C,
+∞, otherwise

is known to be proper convex and lower semi-continuous. Thus, by letting δC = h
and following similar argument as in Subsection 4.1, we obtain that fδC satisfies
assumptions (i)-(iv) of Theorem 2.16, and JfδC = proxδC = PC . Therefore, by
setting Jfj = PCj , j = 1, 2, . . . ,m in Algorithm (3.43), we can apply Theorem 3.9 to
approximate solutions of (4.3).
Remark 4.1. The motivation for using viscosity-type algorithms in our main the-
orems instead of Halpern-type algorithms that also converges strongly (as seen in
Corollary 3.2), is due to the fact that viscosity-type algorithms have higher rate
of convergence than Halpern-types. Moreover, it has been established in [45] that
Halpern-type convergence theorems imply viscosity convergence theorems. Further-
more, one other advantage of adopting the viscosity-type algorithm for our strong
convergence analysis is that it also converges strongly to a unique solution of some
variational inequalities which cannot be achieved if the Halpern-type algorithm is
used, as seen in Corrollary 3.
Remark 4.2. Our main theorems improve and extend the main theorems of Phuen-
grattana [42], Kumam and Chaipunya [31] in the following ways:

(i) In [42, Theorem 3.12], the author proved a ∆-convergence of the Mann-type
iteration to a fixed point of a generalized asymptotically nonspreading mapping while
in Theorem 3.1 of this paper, we prove a strong convergence of a viscosity-type algo-
rithm to a fixed point of a generalized asymptotically nonspreading mapping which is
also a common solution of a finite family of equilibrium problems and a unique solu-
tion of some variational inequality problems. Furthermore, the non-constant example
given in this paper (see Example 1.2) is in general more desirable and applicable than
the constant example considered in [42] (see Example 1.1).

(ii) In [31, Theorem 7.3], the authors proved a ∆-convergence of the PPA to a
solution of an equilibrium problem (see Theorem 2.12 while in Theorem 3.1 of this
paper, we prove a strong convergence of a viscosity-type algorithm to a common
solution of a finite family of equilibrium problems which is also a fixed point of a gen-
eralized asymptotically nonspreading mapping and a unique solution of a variational
inequality problem.

(iii) We also studied the asymptotic behavior of the sequence generated by a
viscosity-type algorithm and extend this study to approximate a common solution
of finite family of equilibrium problems.
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