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Abstract. The present paper is in two folds. In the first fold, we prove the Lipschitz continuity
of the proximal mapping associated with a general strongly H-monotone mapping and compute an

estimate of its Lipschitz constant under some mild assumptions imposed on the mapping H involved

in the proximal mapping. We provide two examples to show that a maximal monotone mapping need
not be a general H-monotone for a single-valued mapping H from a Banach space to its dual space. A

class of multi-valued nonlinear variational inclusion problems is considered, and by using the notion

of proximal mapping and Nadler’s technique, an iterative algorithm with mixed errors is suggested to
compute its solutions. Under some appropriate hypotheses imposed on the mappings and parameters

involved in the multi-valued nonlinear variational inclusion problem, the strong convergence of the
sequences generated by the proposed algorithm to a solution of the aforesaid problem is verified. The

second fold of this paper investigates and analyzes the notion of Cn-monotone mappings defined and

studied in [S.Z. Nazemi, A new class of monotone mappings and a new class of variational inclusions
in Banach spaces, J. Optim. Theory Appl. 155(3)(2012) 785–795]. Several comments related to the

results and algorithm appeared in the above mentioned paper are given.
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1. Introduction

It is well established that the variational inclusion 0 ∈ ∂f(x) provides the necessary
and sufficient condition for a solution of an optimization problem where the objective
function f is convex but not necessarily differentiable, see, for example, [5]. In the
last two decades, several solution methods for computing the approximate solutions
of variational inclusions are studied. The proximal point method [21] is one them
which is a generalization of projection method. It has been widely used to study the
existence of solution and to develop iterative algorithms for variational inclusions,
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see, for example, [?, 7, 11, 12, 14, 15, 17, 19, ?] and the references therein. Fang
and Huang [12, 11] introduced the notions of H-monotone operators and H-accretive
mappings, and by defining the resolvent operators associated with these notions, they
studied a class of variational inclusions in the framework of Hilbert / Banach spaces.
Subsequently, Xia and Huang [24] introduced the concept of general H-monotone op-
erators as an extension of J-proximal mapping [10] and H-monotone operator [11],
and defined proximal mapping associated with general H-monotone operator, which
is different from the resolvent operator associated with the H-accretive mapping [12].
At the same time, by using the proximal mapping, they proposed an iterative al-
gorithm for solving a class of variational inclusions involving general H-monotone
operators. Luo and Huang [17] introduced the concept of B-monotone operators as a
generalization of general H-monotone mapping and by using the notion of the proxi-
mal mapping, they constructed an iterative algorithm for solving a class of variational
inclusions involving the B-monotone operators in the setting of Banach spaces. Re-
cently, Nazemi [19] introduced and studied the notion of Cn-monotone mappings as
a generalization of general H-monotone and B-monotone operators. She considered
a class of variational inclusions involving the Cn-monotone mappings in the setting
of Banach spaces and suggested an iterative algorithm for solving this class of varia-
tional inclusions by using the technique of proximal mapping. She also discussed the
convergence of sequences generated by the proposed iterative algorithm under some
suitable conditions.

The main motivation of this paper is to discuss general H-monotone multi-valued
operators and their properties, and consider a general class of variational inclusions
and to develop a new iterative algorithm for computing their solutions. We also
investigate and analyze the notion of Cn-monotone mappings defined and studied in
[19], and give several comments related to the results and algorithm appeared in [19].

The rest of this paper is organized as follows. In Section 2, we recall some prelim-
inary notions, basic definitions and their properties which will be used in the sequel.
We also provide two examples to show that a maximal monotone mapping need not
be a general H-monotone for a single-valued mapping H from a Banach space to its
dual space. In Section 3, we consider a class of multi-valued nonlinear variational
inclusion problems (in short, MNVIP) and by using the notion of proximal mapping
and Nadler’s technique, we suggest an iterative algorithm with mixed errors for this
class of inclusion problems. Imposing some appropriate assumptions on the mappings
and parameters involved in the MNVIP, we prove the strong convergence of the se-
quences generated by the proposed iterative algorithm to a solution of the MNVIP.
Finally, in Section 4, we investigate and analyze the concept of Cn-monotone mapping
introduced and studied by Nazemi [19]. We point out that under the assumptions im-
posed in [19] on the Cn-monotone mapping, every Cn-monotone mapping is actually a
general H-monotone mapping. We also derive the results related to the Cn-monotone
mappings [19] as a special case of our main results presented in Section 3.

2. Preliminary materials and basic results

Throughout the paper, unless otherwise specified, we use the following notations,
terminology and assumptions. Let E be a real Banach space whose topological dual
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is denoted by E∗. The pairing between E and E∗ is designated by 〈., .〉, and for the
sake of simplicity, the norms of E and E∗ are denoted by the symbol ‖ · ‖. We further
denote the family of all nonempty closed and bounded subsets of E by CB(E).

For a given multi-valued mapping M̂ : E ⇒ E∗,

(a) the set Range(M̂) =
⋃
u∈E

M̂(u) is the range of M̂ ;

(b) the set Gph(M̂) := {(u, v) ∈ E × E∗ : v ∈ M̂(u)} is the graph of M̂ .

We denote by BE and SE , respectively, the unit ball and the unit sphere in E.
Recall that a normed space E is called strictly convex if SE is strictly convex, that

is, the inequality ‖x + y‖ < 2 holds for all distinct unit vectors x and y in E. It is
said to be smooth if for every vector x in BE , there exists a unique vector x∗ ∈ E∗
such that ‖x∗‖ = x∗(x) = 1. It is known that E is smooth if E∗ is strictly convex,
and that E is strictly convex if E∗ is smooth.

Definition 2.1. A normed space E is said to be uniformly convex if for any given
ε > 0, there exists δ > 0 such that for all x, y ∈ BE with ‖x − y‖ ≥ ε the inequality
‖x+ y‖ ≤ 2(1− δ) holds.

The modulus of convexity of E is a function δE : [0, 2]→ [0, 1] defined by

δE(ε) = inf

{
1− ‖x+ y‖

2
: x, y ∈ BE , ‖x− y‖ ≥ ε

}
.

It is known (see, e.g. [8]) that this modulus function can be defined equivalently as

δE(ε) = inf

{
1− ‖x+ y‖

2
: x, y ∈ SE , ‖x− y‖ = ε

}
.

The function δE is continuous and increasing on the interval [0, 2] and δE(0) = 0.
Clearly, in the light of the definition of the function δE , a normed space E is uniformly
convex if and only if δE(ε) > 0 for every ε ∈ (0, 2].

For any Banach space E, its modulus of convexity is bounded from above by the

modulus of convexity of a Hilbert space H, that is, δE(ε) ≤ δH(ε) = 1 −
√

1− ε2

4 .

This means that Hilbert spaces are the most convex among all Banach spaces.

Definition 2.2. A normed space E is called uniformly smooth if for any given ε > 0,
there exists τ > 0 such that for all x ∈ BE and y ∈ τBE , the following inequality
holds ‖x+ y‖+ ‖x− y‖ ≤ 2 + ε‖y‖.

The function ρE : [0,+∞)→ [0,+∞) defined by

ρE(τ) = sup

{
1

2
(‖x+ τy‖+ ‖x− τy‖)− 1 : x, y ∈ BE

}
= sup

{
1

2
(‖x+ τy‖+ ‖x− τy‖)− 1 : x, y ∈ SE

}
is called the modulus of smoothness of E.
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Note that the function ρE is convex, continuous and increasing on the interval
[0,+∞) and ρE(0) = 0. In addition, ρE(τ) ≤ τ for all τ ≥ 0. By the definition of the

function ρE , a normed space E is uniformly smooth if and only if lim
τ→0

ρE(τ)
τ = 0.

Any uniformly convex and any uniformly smooth Banach space is reflexive. A
Banach space E is uniformly convex (respectively, uniformly smooth) if and only if
E∗ is uniformly smooth (respectively, uniformly convex). The spaces lp, Lp and W p

m,
1 < p < ∞, m ∈ N, are uniformly convex as well as uniformly smooth, see, for
example, [9, 13, 16].
Furthermore, more details on the modulus of convexity and smoothness of a Hilbert
space and the spaces lp, Lp and W p

m, 1 < p <∞, m ∈ N can be found in [9, 13, 16].

Definition 2.3. A mapping A : E → E∗ is said to be

(a) monotone if 〈A(x)−A(y), x− y〉 ≥ 0, ∀x, y ∈ E;
(b) strictly monotone if A is monotone and equality holds if and only if x = y;
(c) k-strongly monotone if there exists a constant k > 0 such that

〈A(x)−A(y), x− y〉 ≥ k‖x− y‖2, ∀x, y ∈ E;

(d) γ-Lipschitz continuous if there exists a constant γ > 0 such that

‖A(x)−A(y)‖ ≤ γ‖x− y‖, ∀x, y ∈ E.

Definition 2.4. A multi-valued mapping M̂ : E ⇒ E∗ is said to be

(a) monotone if

〈u− v, x− y〉 ≥ 0, ∀(x, u), (y, v) ∈ Gph(M̂);

(b) r-strongly monotone if there exists a constant r > 0 such that

〈u− v, x− y〉 ≥ r‖x− y‖2, ∀(x, u), (y, v) ∈ Gph(M̂);

(c) maximal monotone if M̂ is monotone and (J+λM̂)(E) = E∗ for every λ > 0,
where J : E ⇒ E∗ is the normalized duality mapping defined by

J(x) := {x∗ ∈ E∗ : 〈x∗, x〉 = ‖x∗‖‖x‖, ‖x∗‖ = ‖x‖}, ∀x ∈ E.

We observe immediately that if E = H, a Hilbert space, then J is the identity
mapping onH. In the meanwhile, it is an immediate consequence of the Hahn-Banach
theorem that J(x) is nonempty for each x ∈ E.

We note that M̂ is a maximal monotone multi-valued mapping if and only if M̂ is
monotone and there is no other monotone multi-valued mapping whose graph contains

strictly Gph(M̂). The maximality is to be understood in terms of bifunctions of

graphs. If M̂ : E ⇒ E∗ is a maximal monotone multi-valued mapping, then adding
anything to its graph so as to obtain the graph of a new multi-valued mapping,
destroys the monotonicity. In fact, the extended mapping is no longer monotone. In

other words, for every pair (x, x∗) ∈ E×E∗\Gph(M̂), there exists (y, y∗) ∈ Gph(M̂)
such that 〈x∗ − y∗, x − y〉 < 0. In the light of the above-mentioned arguments, a

necessary and sufficient condition for a multi-valued mapping M̂ : E ⇒ E∗ to be

maximal monotone if that the property 〈x∗ − y∗, x − y〉 ≥ 0, ∀(y, y∗) ∈ Gph(M̂) is

equivalent to x∗ ∈ M̂(x).
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Fang and Huang [11] introduced the concept of an H-monotone operator which is
defined as follows.

Definition 2.5. [11] Let H be a Hilbert space and H : H → H be a single-valued

operator. A multi-valued operator M̂ : H ⇒ H is said to be H-monotone if M̂ is

monotone and Range(H + λM̂) = H, for all λ > 0.

We remark that if H ≡ I, the identity mapping on H, then the definition of
I-monotone operators is that of maximal monotone operators.

Subsequently, Xia and Huang [24], by replacing the Hilbert space H by a Banach
space, introduced a more general class of monotone multi-valued operators, so-called
general H-monotone multi-valued operators, which is an extension of the class of
H-monotone multi-valued operators.

Definition 2.6. [24] Let E be a Banach space and H : E → E∗ be a single-valued

operator. A multi-valued operator M̂ : E ⇒ E∗ is said to be general H-monotone if

M̂ is monotone and Range(H + λM̂) = E∗, for all λ > 0.

It is significant to emphasize that if E = H is a Hilbert space, then the class
of general H-monotone operators coincides exactly with the class of H-monotone
operators. The following example shows that for a given single-valued mapping H :
E → E∗, a maximal monotone mapping need not be general H-monotone.

Example 2.7. Let φ : Z→ (0,+∞) and consider the complex linear space l2φ(Z), the

weighted l2(Z) space, consisting of all bi-infinite complex sequences {zn}∞n=−∞ such

that
∞∑

n=−∞
|zn|2φ(n) <∞. It is a well known that

l2φ(Z) =

{
z = {zn}∞n=−∞ :

∞∑
n=−∞

|zn|2φ(n) <∞, zn ∈ C

}
with respect to the inner product 〈., .〉 : l2φ(Z)× l2φ(Z)→ C defined by

〈z, w〉 =

∞∑
n=−∞

znwnφ(n), ∀z = {zn}∞n=−∞, w = {wn}∞n=−∞ ∈ l2φ(Z),

is a Hilbert space. The above inner product induces a norm as

‖z‖l2φ(Z) =
√
〈z, z〉 =

( ∞∑
n=−∞

|zn|2φ(n)

) 1
2

, ∀z = {zn}∞n=−∞ ∈ l2φ(Z).

An arbitrary element z = {zn}∞n=−∞ = {xn + iyn}∞n=−∞ ∈ l2φ(Z) can be written as

z =

∞∑
t=−∞

(. . . , 0, . . . , 0, xtq+1 + iytq+1, xtq+2 + iytq+2, . . . , x(t+1)q + iy(t+1)q, 0, . . . ),

where q ≥ 2 is an arbitrary but fixed natural number. For each t ∈ Z, we obtain

(. . . , 0, 0, . . . , 0, xtq+1 + iytq+1, xtq+2 + iytq+2, . . . , x(t+1)q + iy(t+1)q, 0, 0, . . . )

= (. . . , 0, 0, . . . , 0, xtq+1 + iytq+1, 0, 0, . . . , 0, x(t+1)q + iy(t+1)q, 0, 0, . . . )
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+ (. . . , 0, 0, . . . , 0, xtq+2 + iytq+2, 0, 0, . . . , 0, x(t+1)q−1 + iy(t+1)q−1, 0, 0, . . . )

+ · · ·+ (. . . , 0, 0, . . . , 0, x (2t+1)q
2

+ iy (2t+1)q
2

, x (2t+1)q
2 +1

+ iy (2t+1)q
2 +1

, 0, 0, . . . )

=

(2t+1)q
2∑

j=tq+1

(. . . , 0, 0, . . . , 0, xj + iyj , 0, 0, . . . , 0, x(2t+1)q−j+1 + iy(2t+1)q−j+1, 0, 0, . . . ).

Therefore, for any z = {zn}∞n=−∞ = {xn + iyn}∞n=−∞ ∈ l2φ(Z), we have

z =

∞∑
t=−∞

(. . . , 0, . . . , 0, xtq+1 + iytq+1, xtq+2 + iytq+2, . . . , x(t+1)q + iy(t+1)q, 0, . . . )

=

∞∑
t=−∞

(2t+1)q
2∑

j=tq+1

(. . . , 0, . . . , 0, xj + iyj , 0, . . . , 0, x(2t+1)q−j+1 + iy(2t+1)q−j+1, 0, . . . )

=

∞∑
t=−∞

(2t+1)q
2∑

j=tq+1

[yj + y(2t+1)q−j+1 − i(xj + x(2t+1)q−j+1)

2
σj,(2t+1)q−j+1

+
yj − y(2t+1)q−j+1 − i(xj − x(2t+1)q−j+1)

2
σ′j,(2t+1)q−j+1

]
,

where for each t ∈ Z and j ∈
{
tq + 1, tq + 2, . . . , (2t+1)q

2

}
,

σj,(2t+1)q−j+1 = (. . . , 0, 0, . . . , 0, ij , 0, 0, . . . , 0, i(2t+1)q−j+1, 0, 0, . . . ),

i at the jth and ((2t+ 1)q − j + 1)th coordinates and all other coordinates are zero,
and

σ′j,(2t+1)q−j+1 = (. . . , 0, 0, . . . , 0, ij , 0, 0, . . . , 0,−i(2t+1)q−j+1, 0, 0, . . . ),

i and −i at the jth and ((2t+ 1)q − j + 1)th coordinates, respectively, and all other
coordinates are zero. Thus, the set

B =
{
σj,(2t+1)q−j+1, σ

′
j,(2t+1)q−j+1 : t ∈ Z; j = tq + 1, tq + 2, . . . ,

(2t+ 1)q

2

}
spans the Banach space l2φ(Z). It can be easily seen that the set B is linearly in-

dependent, and so it is a basis for the Hilbert space l2φ(Z). For each t ∈ Z and

j ∈
{
tq + 1, tq + 2, . . . , (2t+1)q

2

}
, let us take

ωj,(2t+1)q−j+1 =

(
. . . , 0,

1√
2φ(j)

ij , 0, . . . , 0,
1√

2φ((2t+ 1)q − j + 1)
i(2t+1)q−j+1, 0, . . .

)
,

and

ω′j,(2t+1)q−j+1 =

(
. . . , 0,

1√
2φ(j)

ij , 0, . . . , 0,−
1√

2φ((2t+ 1)q − j + 1)
i(2t+1)q−j+1, 0, . . .

)
.

Obviously, the set{
ωj,(2t+1)q−j+1, ω

′
j,(2t+1)q−j+1 : t ∈ Z; j = tq + 1, tq + 2, . . . ,

(2t+ 1)q

2

}
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is linearly independent and orthonormal. Let the mappings M̂,H : l2φ(Z)→ l2φ(Z) be
defined, respectively, by

M̂(z) = αz + βωs,(2k+1)q−s+1 + γω′s,(2k+1)q−s+1 and H(z) = −αz,

for all z = {zn}∞n=−∞ ∈ l2φ(Z), where α > 0 is an arbitrary real constant, β and γ are

two arbitrary nonzero real constants, and k ∈ Z and s ∈
{
kq + 1, kq + 2, . . . , (2k+1)q

2

}
are two arbitrary but fixed integers. Then, for all z, w ∈ l2φ(Z), we have

〈M̂(z)− M̂(w), z − w〉 = 〈αz + βωs,(2k+1)q−s+1 + γω′s,(2k+1)q−s+1

− αw − βωs,(2k+1)q−s+1 − γω′s,(2k+1)q−s+1, z − w〉

= α〈z − w, z − w〉 = α‖z − w‖2

= α

( ∞∑
n=−∞

|zn − wn|2φ(n)

) 1
2

≥ 0,

which means that M̂ is monotone. Relying on the fact that for any z ∈ l2φ(Z), we
have

(H + M̂)(z) = βωs,(2k+1)q−s+1 + γω′s,(2k+1)q−s+1

=

(
. . . , 0,

β√
2φ(s)

is, 0, . . . , 0,
β√

2φ((2k + 1)q − s+ 1)
i(2k+1)q−s+1, 0, . . .

)

+

(
. . . , 0, . . . , 0,

γ√
2φ(s)

is, 0, . . . , 0,−
γ√

2φ((2k + 1)q − s+ 1)
i(2k+1)q−s+1, 0, . . .

)

=

(
. . . , 0, . . . , 0,

β + γ√
2φ(s)

is, 0, . . . , 0,
β − γ√

2φ((2k + 1)q − s+ 1)
i(2k+1)q−s+1, 0, . . .

)
,

it follows that for any z ∈ l2φ(Z),

‖(H + M̂)(z)‖2l2φ(Z) =
(β + γ)2

2
+

(β − γ)2

2
= β2 + γ2 > 0.

This fact guarantees that 0 /∈ (H + M̂)(l2φ(Z)), i.e., H + M̂ is not surjective and so

the operator M̂ is not general H-monotone.
Let λ > 0 be an arbitrary real constant. Since for any z = {zn}∞n=−∞ ∈ l2φ(Z),

(J + λM̂)(z) = (I + λM̂)(z) = (1 + αλ)z + λβωs,(2k+1)q−s+1 + λγω′s,(2k+1)q−s+1,

where J is the identity mapping on l2φ(Z), we deduce that (J + λM̂)(l2φ(Z)) = l2φ(Z),

that is, the mapping J + λM̂ is surjective. Since λ > 0 was arbitrary, it follows that

M̂ is a maximal monotone multi-valued operator.

Denoting the set of all functions φ : Z→ (0, 1] by Φ and l2Φ(Z) = {l2φ(Z) : φ ∈ Φ},
it can be easily seen that l2(Z) ⊆ l2φ(Z) for each φ ∈ Φ so that for some φ0 ∈ Φ, we
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have l2(Z) ⊂ l2φ0
(Z), that is, l2(Z) is strictly contained within l2φ0

(Z). Recall that

l2(Z) =

{
x = {xn}∞n=−∞ :

∞∑
n=−∞

|xn|2 <∞, xn ∈ F = R or C

}
denotes the real or complex linear space consisting of all bi-infinite real or complex
sequences x = {xn}∞n=−∞, for which ‖x‖l2(Z) < ∞. Evidently, if φ(n) = 1 for all

n ∈ Z, then the weight space l2φ(Z) coincides exactly with the linear space l2(Z). It

is to be noted that the two Hilbert spaces l2(Z) and l2φ(Z) need not be the same for
all φ ∈ Φ. To show this claim, we consider the two cases when F = R or C. If F = R,

letting xn = e
n2

2

√
αnp +m for all n ∈ Z, where α > 1 is an arbitrary real constant,

m is an arbitrary positive real constant, and p is an arbitrary but fixed even natural
number. Then, we have

∞∑
n=−∞

|xn|2 =

∞∑
n=−∞

en
2

(αnp +m) =∞,

that is, x = {xn}∞n=−∞ /∈ l2(Z). Let φ1 : Z → (0,+∞) be a function defined as

φ1(n) = Ln(nk+l)

en2 (αnp+m)2
, for all n ∈ Z, where k is an arbitrary but fixed even natural

number and l is an arbitrary positive real constant such that k < p and l < m. In
view of the fact that Ln(nk + l) < nk + l < αnp + m, for all n ∈ Z, it follows that
φ1 ∈ Φ and we have

∞∑
n=−∞

|xn|2φ1(n) =

∞∑
n=−∞

Ln(nk + l)

αnp +m
= 2

∞∑
n=1

Ln(nk + l)

αnp +m
.

Taking into consideration the facts that Ln(nk+l)
αnp+m ≤ nk+l

np for all n ∈ Z, and

lim
n→∞

np−k
(
nk+l
np

)
= 1, we conclude that

∞∑
n=1

Ln(nk+l)
αnp+m is convergent, which implies

that x ∈ l2φ1
(Z). For the case when F = C, taking zn =

√
nk+
√

2
2 + i

√
nk+
√

2
2 , for all

n ∈ Z, where k is an arbitrary but fixed even natural number, we have

∞∑
n=−∞

|zn|2 =

∞∑
n=−∞

(nk +
√

2) =∞,

that is, z = {zn}∞n=−∞ /∈ l2(Z). Let the function φ2 : Z → (0,+∞) be defined by

φ2(n) = 1+cosn
(nk+

√
2)2

for all n ∈ Z. Then, we have φ2 ∈ Φ and

∞∑
n=−∞

|zn|2φ2(n) =

∞∑
n=−∞

1 + cosn

nk +
√

2
= 2

(
1√
2

+

∞∑
n=1

1 + cosn

nk +
√

2

)
.

Since
∞∑
n=1

1+cosn
nk+
√

2
is absolutely convergent, it follows that z = {zn}∞n=−∞ ∈ l2φ2

(Z).

Consequently, for some φ ∈ Φ, l2φ(Z) is a proper superset of the Hilbert space l2(Z).
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Example 2.8. Let m,n ∈ N and Mm×n(F) be the space of all m× n matrices with
real or complex entries. Then

Mm×n(F) = {A = [aij ] : aij ∈ F, i = 1, 2, . . . ,m; j = 1, 2, . . . , n; F = R or C}

is a Hilbert space with respect to the Hilbert-Schmidt norm

‖A‖ =

 m∑
i=1

n∑
j=1

|aij |2
 1

2

, ∀A ∈Mm×n(F)

induced by the Hilbert-Schmidt inner product

〈A,B〉 = tr(A∗B) =

m∑
i=1

n∑
j=1

āijbij , ∀A,B ∈Mm×n(F),

where tr denotes the trace, that is, the sum of the diagonal entries, and A∗ denotes

the Hermitian conjugate (or adjoint) of the matrix A, that is, A∗ = A>, the complex
conjugate of the transpose A, and the bar denotes the transpose of the entries. Let
us denote by Dn(R) the space of all diagonal n × n matrices with real entries, that
is, the (i, j)-entry is an arbitrary real number if i = j, and is zero if i 6= j. Then

Dn(R) = {A = [aij ] : aij ∈ R, aij = 0 if i 6= j; i, j = 1, 2, . . . , n}

is a subspace of Mn×n(R) = Mn(R) with respect to the operations of addition and
scalar multiplication defined on Mn(R), and the Hilbert-Schmidt inner product on
Dn(R), and the Hilbert-Schmidt norm induced by it are 〈A,B〉 = tr(A∗B) = tr(AB)

and ‖A‖ =
√
〈A,A〉 =

√
tr(AA) =

(
n∑
i=1

a2
ii

) 1
2

, respectively.

Let the mappings H1, H2, M̂ : Dn(R)→ Dn(R) be defined, respectively, by

H1(A) = H1([aij ]) = [a′ij ], H2(A) = H2([aij ]) = [a′′ij ] and M̂(A) = M̂([aij ]) = [a′′′ij ],

for all A = [aij ] ∈ Dn(R), where for each i, j ∈ {1, 2, . . . , n},

a′ij =

{
| sin aii −

√
3 cos aii| − βakii, i = j,

0, i 6= j,

a′′ij =

{
γalii, i = j,
0, i 6= j,

and

a′′′ij =

{
βakii, i = j,
0, i 6= j,

where β is an arbitrary positive real constant, γ is an arbitrary real constant, and k, l
are arbitrary but fixed odd and even natural numbers, respectively, such that k > n.
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Then, for any A = [aij ], B = [bij ] ∈ Dn(R), yields〈
M̂(A)− M̂(B), A−B

〉
= tr

(
[a′′′ij − b′′′ij ][aij − bij ]

)
= β

n∑
i=1

(akii − bkii)(aii − bii)

= β

n∑
i=1

(aii − bii)2
k∑
s=1

ak−sii bs−1
ii .

Thanks to the fact that k is an odd natural number, it is easy to see that for each

i ∈ {1, 2, . . . , n},
k∑
s=1

ak−sii bs−1
ii ≥ 0. Since β > 0, this fact implies that〈

M̂(A)− M̂(B), A−B
〉
≥ 0, ∀A,B ∈ Dn(R),

that is, M̂ is a monotone mapping.
Define the function f : R → R by f(x) :=

∣∣sinx−√3 cosx
∣∣ for all x ∈ R. Then,

for any A ∈ Dn(R), we have

(H1 + M̂)(A) = (H1 + M̂)([aij ]) = [a′ij + a′′′ij ] = [âij ],

where for each i, j ∈ {1, 2, . . . , n},

âij =

{ ∣∣sin aii −√3 cos aii
∣∣ , i = j,

0, i 6= j,

=

{
f(aii), i = j,
0, i 6= j.

Owing to the fact that f(R) = [0, 2], it follows that (H1 + M̂)(Dn(R)) 6= Dn(R), i.e.,

H1 + M̂ is not surjective, and so M̂ is not general H1-monotone. Let us now assume
that λ > 0 is an arbitrary real constant and let the function g : R→ R be defined by
g(x) := γxl + λβxk, for all x ∈ R. Then, for any A = [aij ] ∈ Dn(R), we obtain

(H2 + λM̂)(A) = (H2 + λM̂)([aij ]) = [a′′ij + λa′′′ij ] = [ãij ],

where for each i, j ∈ {1, 2, . . . , n},

ãij =

{
γalii + λβakii, i = j,
0, i 6= j,

=

{
g(aii), i = j,
0, i 6= j.

Taking into consideration the fact that l is an even natural number and k is an
odd natural number such that k > l, it is easy to observe that g(R) = R and so

(H2 + λM̂)(Dn(R)) = Dn(R), which means that H2 + λM̂ is surjective. Since λ > 0

was arbitrary, we conclude that M̂ is a general H2-monotone operator.

Rest of the paper, unless otherwise specified, we assume that E is a reflexive Banach
space with the dual space E∗, and 〈., .〉 is the dual pair between E and E∗.
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Theorem 2.9. Let H : E → E∗ be a monotone mapping and M̂ : E ⇒ E∗ be a γ-

strongly monotone mapping. Then, the mapping (H+λM̂)−1 : Range(H+λM̂)→ E
is single-valued for every λ > 0.

Proof. Let λ > 0 be chosen arbitrarily but fixed and take x, y ∈ (H + λM̂)−1(z∗) for

any given z∗ ∈ Range(H + λM̂). Then, we have

z∗ = (H + λM̂)(x) = (H + λM̂)(y),

which implies that λ−1(z∗ −H(x)) ∈ M̂(x) and λ−1(z∗ −H(y)) ∈ M̂(y). Since H is

monotone and M̂ is γ-strongly monotone, it follows that

λγ‖x− y‖2 ≤ λ〈λ−1(z∗ −H(x))− λ−1(z∗ −H(y)), x− y〉
+ 〈H(x)−H(y), x− y〉 = 0.

Since λ, γ > 0, from the last inequality we conclude that x = y, which ensures that

the mapping H + λM̂ from Range(H + λM̂) into E is single-valued. �
Rest of the paper, we say that the multi-valued mapping M̂ : E ⇒ E∗ is a general

strongly H-monotone with constant γ if M̂ is a γ-strongly monotone mapping and

Range(H + λM̂) = E∗ for all λ > 0.
As a consequence of the last result, one can deduce immediately that the mapping

(H + λM̂)−1 : E∗ → E is single-valued.

Corollary 2.10. Suppose that H : E → E∗ is a monotone mapping and M̂ : E ⇒
E∗ is a general strongly H-monotone mapping with constant γ. Then, the mapping

(H + λM̂)−1 : E∗ → E is single-valued for all λ > 0.

Based on Corollary 2.10, we are able to define the proximal mapping RH
M̂,λ

associ-

ated with the mappings H, M̂ and an arbitrary positive real constant λ as follows.

Definition 2.11. Let H : E → E∗ be a monotone mapping and M̂ : E ⇒ E∗ be
a general strongly H-monotone mapping with constant γ. For every real constant
λ > 0, the proximal mapping RH

M̂,λ
: E∗ → E is defined by

RH
M̂,λ

(x∗) = (H + λM̂)−1(x∗), ∀x∗ ∈ E∗.

This section is concluded with the following assertion in which the required condi-
tions to prove the Lipschitz continuity of the proximal mapping RH

M̂,λ
and to compute

an estimate of its Lipschitz constant are stated.

Theorem 2.12. Let H : E → E∗ be a monotone mapping and M̂ : E ⇒ E∗ be a
general strongly H-monotone mapping with constant γ. Then, for any real constant
λ > 0, the proximal mapping RH

M̂,λ
: E∗ → E is 1

λγ -Lipschitz continuous.

Proof. Taking into account that M̂ is a general H-monotone mapping, for any given

x∗, y∗ ∈ E∗ with
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥ 6= 0, we have

RH
M̂,λ

(x∗) = (H + λM̂)−1(x∗) and RH
M̂,λ

(y∗) = (H + λM̂)−1(y∗),
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whence we conclude that

λ−1
(
x∗ −H

(
RH
M̂,λ

(x∗)
))
∈ M̂

(
RH
M̂,λ

(x∗)
)

and

λ−1
(
y∗ −H

(
RH
M̂,λ

(y∗)
))
∈ M̂

(
RH
M̂,λ

(y∗)
)
.

Since M̂ is γ-strongly monotone, we yield

λ−1
〈
x∗ −H

(
RH
M̂,λ

(x∗)
)
−
(
y∗ −H

(
RH
M̂,λ

(y∗)
))

, RH
M̂,λ

(x∗)−RH
M̂,λ

(y∗)
〉

≥ γ
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥2

.

By virtue of the fact that λ−1 > 0, the preceding inequality implies that〈
x∗ − y∗, RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

〉
≥
〈
H
(
RH
M̂,λ

(x∗)
)
−H

(
RH
M̂,λ

(y∗)
)
, RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

〉
+ λγ

∥∥∥RH
M̂,λ

(x∗)−RH
M̂,λ

(y∗)
∥∥∥2

.

By using the later inequality and monotonicity of H, it follows that

‖x∗ − y∗‖
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥
≥
〈
x∗ − y∗, RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

〉
≥
〈
H
(
RH
M̂,λ

(x∗)
)
−H

(
RH
M̂,λ

(y∗)
)
, RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

〉
+ λγ

∥∥∥RH
M̂,λ

(x∗)−RH
M̂,λ

(y∗)
∥∥∥2

≥ λγ
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥2

.

Thanks to the fact that
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥ 6= 0, dividing both the sides of the

last inequality by
∥∥∥RH

M̂,λ
(x∗)−RH

M̂,λ
(y∗)

∥∥∥ 6= 0, we obtain that the mapping RH
M̂,λ

is
1
λγ -Lipschitz continuous. The proof is complete. �

Remark 2.13. The Lipschitz continuity of the proximal mapping RH
M̂,λ

and its Lip-

schitz constant is proved and computed under the strict monotonicity assumption of
the mapping H : E → E∗ in [24]. But, Theorem 2.12 tells us that the same results
can be derived without imposing the strict monotonicity condition on the mapping
H : E → E∗. Indeed, one can prove the Lipschitz continuity of the proximal mapping
RH
M̂,λ

and approximate its Lipschitz constant under the mild condition of monotonic-

ity of H instead of strict monotonicity. Thereby, Theorem 2.12 improves [24, Theorem
3.2 (ii)].
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3. Formulation of the problem, iterative algorithms
and convergence analysis

Assume that p : E → E, A : E → E∗ and F : E × E × · · · × E︸ ︷︷ ︸
k−terms

= Ek → E∗ are

single-valued mappings. Suppose further that for i = 1, 2, . . . , k, Ti : E → CB(E)

and M̂ : E ⇒ E∗ are multi-valued mappings. For any given a ∈ E∗, we consider a
multi-valued nonlinear variational inclusion problem (for short, MNVIP) as follows:

Find x ∈ E and (t1, t2, . . . , tk) ∈
k∏
i=1

Ti(x) such that

a ∈ A(x− p(x)) + M̂(x)− F (t1, t2, . . . , tk). (3.1)

For suitable and appropriate choices of the mappings T,A, F, M̂ , pi (i = 1, 2, . . . , k)
and the underlying space E, the MNVIP (3.1) reduces to various classes of variational
inclusions and variational inequalities, see for example, [6, 11, 15] and the references
therein.

We now derive the equivalence between the MNVIP (3.1) and a fixed point problem,
which will be used in the sequel.

Theorem 3.1. Let E,E∗, A, F, Ti(i = 1, 2, . . . , k), M̂ , p and a be the same as in
the MNVIP (3.1). Suppose further that H : E → E∗ is a monotone mapping and

M̂ : E ⇒ E∗ is a general strongly H-monotone multi-valued mapping. Then, x ∈ E

and (t1, t2, . . . , tk) ∈
k∏
i=1

Ti(x) are a solution of the MNVIP (3.1) if and only if

x = RH
M̂,λ

[H(x)− λ(A(x− p(x))− a− F (t1, t2, . . . , tk))], (3.2)

where λ > 0 is a real constant and RH
M̂,λ

(x∗) = (H + λM̂)−1(x∗) for all x∗ ∈ E∗.

Proof. The conclusion follows directly from Definition 2.11. �

Lemma 3.2. [18] Let (E, d) be a complete metric space and T : E → CB(E) be a
multi-valued mapping. Then for any ε > 0 and for any given x, y ∈ E, u ∈ T (x),
there exists v ∈ T (y) such that

d(u, v) ≤ (1 + ε)Ĥ(T (x), T (y)),

where Ĥ(., .) denotes the Hausdorff metric on CB(E) defined by

Ĥ(A,B) = max

{
sup
x∈A

inf
y∈B
‖x− y‖, sup

y∈B
inf
x∈A
‖x− y‖

}
, ∀A,B ∈ CB(E).

By using the fixed point formulation (3.3) and Nadler’s technique [18], we are able
to construct the folloiwng iterative algorithm for solving the MNVIP (3.1).

Algorithm 3.3. Let E,E∗, A, F, Ti(i = 1, 2, . . . , k), H, M̂, p and a be the same as in
Theorem 3.1. For any given x0, t01, t

0
2, . . . , t

0
k ∈ E, compute the iterative sequences
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{xn}∞n=0, {tn1}∞n=0, {tn2}∞n=0, . . . , {tnk}∞n=0 in E in the following way:

xn+1 = (1− α)xn + αRHM,λ[H(xn)− λ(A(xn − pi(xn))− a
− Fi(tn1 , tn2 , . . . , tnk ))] + αen + rn, (3.3)

tni ∈ Ti(xn) : ‖tn+1
i − tni ‖ ≤ (1 + (1 + n)−1)Ĥ(Ti(x

n+1), Ti(x
n)), (3.4)

where i = 1, 2, . . . , k; n = 0, 1, 2, . . . ; λ > 0 is a real constant, α ∈ (0, 1] is a pa-
rameter, and {en}∞n=0 and {rn}∞n=0 are two sequences in E to into account a possible
computation of the resolvent operator point satisfying the following conditions:

lim
n→∞

‖en‖ = lim
n→∞

‖rn‖ = 0,
∞∑
n=0
‖en − en−1‖ <∞,

∞∑
n=0
‖rn − rn−1‖ <∞.

(3.5)

If α = 1 and en = rn = 0 for all n ≥ 0, then Algorithm 3.3 reduces to the following
algorithm.

Algorithm 3.4. Suppose that E,E∗, A, F, Ti(i = 1, 2, . . . , k), H, M̂, p and a are the
same as in Theorem 3.1. For any given x0, t01, t

0
2, . . . , t

0
k ∈ E, define the iterative

sequences {xn}∞n=0, {tn1}∞n=0, {tn2}∞n=0, . . . , {tnk}∞n=0 in E by the iterative schemes

xn+1 = RH
M̂,λ

[H(xn)− λ(A(xn − p(xn))− a− F (tn1 , t
n
2 , . . . , t

n
k ))],

tni ∈ Ti(xn) : ‖tn+1
i − tni ‖ ≤ (1 + (1 + n)−1)Ĥ(Ti(x

n+1), Ti(x
n)),

where i = 1, 2, . . . , k; n = 0, 1, 2, . . . and λ > 0 is a real constant.

Before proceeding to our results, we give the following lemma and definitions which
will be used efficiently in the proof of main results.

Definition 3.5. A multi-valued mapping T : E ⇒ CB(E) is said to be Ĥ-Lipschitz

continuous with constant % (or %-Ĥ-Lipschitz continuous) if and only if there exists a
constant % > 0 such that

Ĥ(T (x), T (y)) ≤ %‖x− y‖, ∀x, y ∈ E.

Definition 3.6. Let J be the normalized duality mapping from E into E∗. A single-
valued mapping g : E → E is said to be (γ, µ)-relaxed cocoercive if there exist two
constants γ, µ > 0 such that

〈J(x− y), g(x)− g(y)〉 ≥ −γ‖g(x)− g(y)‖2 + µ‖x− y‖2, ∀x, y ∈ E.

Definition 3.7. For each i = 1, 2, . . . , k, let Ti : E ⇒ CB(E) be a multi-valued map-
ping. A single-valued mapping F : Ek → E∗ is said to be λFi-Lipschitz continuous in
the ith argument with respect to Ti (i = 1, 2, . . . , k) if there exists a constant λFi > 0
such that

‖F (x1, x2, . . . , xi−1, ui,1, xi+1, . . . , xk)− F (x1, x2, . . . , xi−1, ui,2, xi+1, . . . , xk)‖
≤ λFi‖ui,1 − ui,2‖, ∀x1, x2, . . . , xi−1, xi+1, . . . , xk ∈ E, ui,1 ∈ Ti(y1), ui,2 ∈ Ti(y2).

Lemma 3.8. [20] Let J be the normalized duality mapping from E into E∗. Then
for all x, y ∈ E, we have

(a) ‖x+ y‖2 ≤ ‖x‖2 + 2〈J(x+ y), y〉;
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(b) 〈J(x)− J(y), x− y〉 ≤ 2d2(x, y)ρE

(
4‖x−y‖
d(x,y)

)
, where d(x, y) =

√
‖x‖2+‖y‖2

2 .

In the next theorem, under the appropriate conditions, the existence of a solution to
the SGMNVI (3.1) is proved and the convergence analysis of the sequences generated
by Algorithm 3.3 is studied.

Theorem 3.9. Let E be a real uniformly smooth Banach space and ρE(t) ≤ Ct2 for
some C > 0. Let H : E → E∗ be a monotone and δ-Lipschitz continuous mapping,
p : E → E be a (γ, µ)-relaxed cocoercive and λp-Lipschitz continuous mapping, and

M̂ : E ⇒ E∗ be a general strongly H-monotone multi-valued mapping with constant
θ. Suppose that A : E → E∗ is a τ -Lipschitz continuous mapping, Ti : E ⇒ CB(E)

is a λTi-Ĥ-Lipschitz continuous multi-valued mapping for each i ∈ {1, 2, . . . , k}, and
F : Ek → E∗ is λFi-Lipschitz continuous in the ith argument with respect to Ti
(i = 1, 2, . . . , k). If there exists a constant λ > 0 satisfying 1

λθ

(
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p + λ

k∑
i=1

λFiλTi

)
< 1,

2µ < 1 + 2γλ2
p + 64Cλ2

p,
(3.6)

then, the iterative sequences {xn}∞n=0, {tn1}∞n=0, {tn2}∞n=0, . . . , {tnk}∞n=0 generated by
Algorithm 3.3 converge strongly to x, t1, t2, . . . , tk, respectively, and (x, t1, t2, . . . , tk)
is a solution of the MNVIP (3.1).

Proof. From (3.3), Theorem 2.12 and using the assumptions, it follows that for each
n ∈ N

‖xn+1 − xn‖ = ‖(1− α)xn + αRHM,λ[H(xn)− λ(A(xn − p(xn))− a
− F (tn1 , t

n
2 , . . . , t

n
k ))] + αen + rn −

(
(1− α)xn−1

+ αRHM,λ[H(xn−1)− λ(A(xn−1 − p(xn−1))− a
− F (tn−1

1 , tn−1
2 , . . . , tn−1

k ))] + αen−1 + rn−1
)
‖

≤ (1− α)‖xn − xn−1‖+ α‖RHM,λ[H(xn)− λ(A(xn − p(xn))

− a− F (tn1 , t
n
2 , . . . , t

n
k ))]−RHM,λ[H(xn−1)− λ(A(xn−1 − p(xn−1))

− a− F (tn−1
1 , tn−1

2 , . . . , tn−1
k ))]‖+ α‖en − en−1‖+ ‖rn − rn−1‖

≤ (1− α)‖xn − xn−1‖+
α

λθ
‖H(xn)− λ(A(xn − p(xn))

− a− F (tn1 , t
n
2 , . . . , t

n
k ))− (H(xn−1)− λ(A(xn−1 − p(xn−1))

− a− F (tn−1
1 , tn−1

2 , . . . , tn−1
k ))

)
‖+ α‖en − en−1‖+ ‖rn − rn−1‖

≤ (1− α)‖xn − xn−1‖+
α

λθ

(
‖H(xn)−H(xn−1)‖

+ λ‖A(xn − p(xn))−A(xn−1 − p(xn−1))‖
+ λ‖F (tn1 , t

n
2 , . . . , t

n
k )− F (tn−1

1 , tn−1
2 , . . . , tn−1

k )‖
)

+ α‖en − en−1‖
+ ‖rn − rn−1‖.

(3.7)
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Since the mapping H is δ-Lipschitz continuous, for each n ∈ N, we yield

‖H(xn)−H(xn−1)‖ ≤ δ‖xn − xn−1‖. (3.8)

Relying on the fact that the mapping A is τ -Lipschitz continuous, we derive that for
each n ∈ N,

‖A(xn − p(xn))−A(xn−1 − p(xn−1))‖ ≤ τ‖xn − xn−1 − (p(xn)− p(xn−1))‖. (3.9)

Taking into account that p is a (γ, µ)-relaxed cocoercive and λp-Lipschitz continuous,
and E is a real uniformly smooth Banach space with ρE(t) ≤ Ct2 for some C > 0,
utilizing Lemma 3.8, we get, for each n ∈ N, that

‖xn − xn−1 − (p(xn)− p(xn−1))‖2

≤ ‖xn − xn−1‖2 + 2〈J(xn − xn−1 − (p(xn)− p(xn−1))),−(p(xn)− p(xn−1))〉
= ‖xn − xn−1‖2 − 2〈J(xn − xn−1), p(xn)− p(xn−1)〉

+ 2〈J(xn − xn−1 − (p(xn)− p(xn−1)))− J(xn − xn−1),−(p(xn)− p(xn−1))〉
≤ ‖xn − xn−1‖2 − 2(−γ‖p(xn)− p(xn−1)‖2 + µ‖xn − xn−1‖2)

+ 4d2(xn − xn−1 − (p(xn)− p(xn−1)), xn − xn−1)

× ρE
(

4‖p(xn)− p(xn−1)‖
d(xn − xn−1 − (p(xn)− p(xn−1)), xn − xn−1)

)
≤ (1 + 2γλ2

p − 2µ+ 64Cλ2
p)‖xn − xn−1‖2,

(3.10)

where J is the normalized duality mapping from E into E∗.
By virtue of the facts that F is λF j -Lipschitz continuous in the jth argument

(j = 1, 2, . . . , k) with respect to Ti (i = 1, 2, . . . , k), the mapping Ti is λTi-Ĥ-Lipschitz
continuous, making use of (3.5), for each n ∈ N, we get

‖F (tn1 , t
n
2 , . . . , t

n
k )− F (tn−1

1 , tn−1
2 , . . . , tn−1

k )‖
≤ ‖F (tn1 , t

n
2 , . . . , t

n
k )− F (tn−1

1 , tn2 , . . . , t
n
k )‖

+ ‖F (tn−1
1 , tn2 , t

n
3 , . . . , t

n
k )− F (tn−1

1 , tn−1
2 , tn3 , . . . , t

n
k )‖+ . . .

+ ‖F (tn−1
1 , tn−1

2 , . . . , tn−1
k−1 , t

n
k )− F (tn−1

1 , tn−1
2 , . . . , tn−1

k−1 , t
n−1
k )‖

≤
k∑
j=1

λF j‖tnj − tn−1
j ‖j

≤
k∑
j=1

λF j (1 + n−1)Ĥj(Tj(x
n), Tj(x

n−1)) ≤
k∑
j=1

λF jλTj (1 + n−1)‖xn − xn−1‖.

(3.11)
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Combining (3.7)–(3.11), for each n ∈ N, we obtain

‖xn+1 − xn‖

≤ (1− α)‖xn − xn−1‖+ α
(δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p

λθ
‖xn − xn−1‖

+
1

θ

k∑
j=1

λF jλTj (1 + n−1)‖xn − xn−1‖
)

+ α‖en − en−1‖+ ‖rn − rn−1‖

= (1− α)‖xn − xn−1‖+ αΦ(n)‖xn − xn−1‖+ α‖en − en−1‖+ ‖rn − rn−1‖,

(3.12)

where for each n ∈ N,

Φ(n) =
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p

λθ
+

1

θ

k∑
j=1

λF jλTj (1 + n−1).

Clearly, Φ(n)→ Φ, as n→∞, where

Φ =
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p

λθ
+

1

θ

k∑
j=1

λF jλTj .

Now, letting ϕ(n) = 1 − α + αΦ(n), for each n ∈ N, we know that ϕ(n) → ϕ, as
n → ∞, where ϕ = 1 − α + αΦ. Obviously, (3.6) implies that Φ ∈ (0, 1), and so
ϕ ∈ (0, 1). Therefore, there exists ϕ̂ ∈ (0, 1) (take ϕ̂ = ϕ+1

2 ∈ (ϕ, 1)) and n0 ∈ N such
that ϕ(n) ≤ ϕ̂, for all n ≥ n0. Accordingly, for all n > n0, by means of (3.12), for
each n ∈ N, we obtain

‖xn+1 − xn‖ ≤ ϕ̂‖xn − xn−1‖+ α‖en − en−1‖+ ‖rn − rn−1‖
≤ ϕ̂[ϕ̂‖xn−1 − xn−2‖+ α‖en−1 − en−2‖+ ‖rn−1 − rn−2‖]

+ α‖en − en−1‖+ ‖rn − rn−1‖
= ϕ̂2‖xn−1 − xn−2‖+ α(ϕ̂‖en−1 − en−2‖+ ‖en − en−1‖)

+ ϕ̂‖rn−1 − rn−2‖+ ‖rn − rn−1‖
≤ . . .

≤ ϕ̂n−n0‖xn0+1 − xn0‖+ α

n−n0∑
j=1

ϕ̂j−1‖en−(j−1) − en−j‖

+

n−n0∑
j=1

ϕ̂j−1‖rn−(j−1) − rn−j‖.

(3.13)
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The inequality (3.13) implies that for any m ≥ n > n0,

‖xm − xn‖ ≤
m−1∑
l=n

‖xl+1 − xl‖ ≤
m−1∑
l=n

ϕ̂l−n0‖xn0+1 − xn0‖

+ α

m−1∑
l=n

l−n0∑
j=1

ϕ̂j−1‖en−(j−1) − en−j‖

+

m−1∑
l=n

l−n0∑
j=1

ϕ̂j−1‖rn−(j−1) − rn−j‖.

(3.14)

Since ϕ̂ < 1, it follows from (3.5) and (3.14) that ‖xm − xn‖ → ∞, as n → ∞,
that is, {xn}∞n=0 is a Cauchy sequence in E. In view of the completeness of E, there
exists x ∈ E such that xn → x, as n → ∞. Thanks to the fact that for each
i ∈ {1, 2, . . . , k}, Ti is a λTi-Ĥ-Lipschitz continuous mapping, by using (3.4), for each
n ≥ 0 and i ∈ {1, 2, . . . , k}, we have

‖tn+1
i − tni ‖ ≤ (1 + (1 + n)−1)Ĥ(Ti(x

n+1), Ti(x
n))

≤ (1 + (1 + n)−1)λTi‖xn+1 − xn‖.
(3.15)

Owing to the fact that ‖xn+1 − xn‖ → 0, as n → ∞, (3.15) implies that for each
i ∈ {1, 2, . . . , k}, ‖tn+1

i − tni ‖ → 0, as n→∞. Consequently, for each i ∈ {1, 2, . . . , k},
{tni }∞n=0 is also a Cauchy sequence in E. Thereby, for each i ∈ {1, 2, . . . , k}, there
exists ti ∈ E such that tni → ti, as n → ∞. At the same time, in the light of

λTi-Ĥ-Lipschitz continuity of the mapping Ti for each i ∈ {1, 2, . . . , k}, we have

d(ti, Ti(x)) = inf{‖ti − z‖ : z ∈ Ti(x)}
≤ ‖ti − tni ‖+ d(tni , Ti(x))

≤ ‖ti − tni ‖+ Ĥ(Ti(x
n), Ti(x))

≤ ‖ti − tni ‖+ λTi‖xn − x‖.

(3.16)

The right-hand side of (3.16) tends to zero, as n→∞. Hence, ti ∈ Ti(x) for each i ∈
{1, 2, . . . , k}. Since the mappings RHM,λ, H,A, Ti (i = 1, 2, . . . , k), F, p are continuous,

xn → x and tni → ti, as n → ∞, passing to the limit in (3.3) as n → ∞, it follows
that x, t1, t2, . . . , tk satisfy (3.2). Now, Theorem 3.1 guarantees that (x, t1, t2, . . . , tk)
is a solution of the MNVIP (3.1). �

As a direct consequence of the above theorem we obtain the following corollary by
taking α = 1 and en = rn = 0 (n ≥ 0) in Algorithm 3.3 immediately.

Corollary 3.10. Let E be a real uniformly smooth Banach space and ρE(t) ≤ Ct2 for
some C > 0. Let H : E → E∗ be a monotone and δ-Lipschitz continuous mapping,
p : E → E be a (γ, µ)-relaxed cocoercive and λp-Lipschitz continuous mapping, and

M̂ : E ⇒ E∗ be a general strongly H-monotone multi-valued mapping with constant
θ. Suppose that A : E → E∗ is a τ -Lipschitz continuous mapping, Ti : E ⇒ CB(E)

is a λTi-Ĥ-Lipschitz continuous multi-valued mapping for each i ∈ {1, 2, . . . , k}, and
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F : Ek → E∗ is λFi-Lipschitz continuous in the ith argument with respect to Ti
(i = 1, 2, . . . , k). If there exists a constant λ > 0 satisfying 1

λθ

(
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p + λ

k∑
i=1

λFiλTi

)
< 1,

2µ < 1 + 2γλ2
p + 64Cλ2

p,
(3.17)

then, the iterative sequences {xn}∞n=0, {tn1}∞n=0, {tn2}∞n=0, . . . , {tnk}∞n=0 generated by
Algorithm 3.4 converge strongly to x, t1, t2, . . . , tk, respectively, and (x, t1, t2, . . . , tk)
is a solution of the MNVIP (3.1).

4. Comments on Cn-monotone mappings

This section investigates and analyzes the notion of Cn-monotone mapping intro-
duced in [19] and pointing out some important facts related to it. We also derive the
results of [19] by using the results of previous section of this paper.

Definition 4.1. [19, Definition 2.2] Let n ≥ 3 and M : En ⇒ E∗ be a multi-valued
mapping and f1, f2, . . . , fn : E → E be single-valued mappings.

(a) For each 1 ≤ i ≤ n, M(. . . , fi, . . . ) is said to be αi-strongly monotone with
respect to fi (in the ith argument) if there exists a constant αi > 0 such that

〈wi − w′i, x− y〉 ≥ αi‖x− y‖2, ∀x, y, u1, . . . , ui−1, ui+1, . . . , un ∈ E,
wi ∈M(u1, . . . , ui−1, fi(x), ui+1, . . . , un),

w′i ∈M(u1, . . . , ui−1, fi(y), ui+1, . . . , un).

(b) For each 1 ≤ i ≤ n, M(. . . , fi, . . . ) is said to be βi-relaxed monotone with
respect to fi (in the ith argument) if there exists a constant βi > 0 such that

〈wi − w′i, x− y〉 ≥ −βi‖x− y‖2, ∀x, y, u1, . . . , ui−1, ui+1, . . . , un ∈ E,
wi ∈M(u1, . . . , ui−1, fi(x), ui+1, . . . , un),

w′i ∈M(u1, . . . , ui−1, fi(y), ui+1, . . . , un).

(c) Let n be an even natural number. The set-valued mapping M is said to be
α1β2α3β4 . . . αn−1βn-symmetric monotone with respect to f1, f2, . . . , fn if for
each i ∈ {1, 3, . . . , n−1}, M(. . . , fi, . . . ) is αi-strongly monotone with respect
to fi (in the ith argument) and for each j ∈ {2, 4, . . . , n}, M(. . . , fj , . . . ) is
βj-relaxed monotone with respect to fj (in the jth argument) with

α1 + α3 + · · ·+ αn−1 ≥ β2 + β4 + · · ·+ βn,

and α1 + α3 + · · ·+ αn−1 = β2 + β4 + · · ·+ βn if and only if x = y.
(d) Let n be an odd natural number. The set-valued mapping M is said to be

α1β2α3β4 . . . βn−1αn-symmetric monotone with respect to f1, f2, . . . , fn if for
each i ∈ {1, 3, . . . , n}, M(. . . , fi, . . . ) is αi-strongly monotone with respect to
fi (in the ith argument) and for each j ∈ {2, 4, . . . , n − 1}, M(. . . , fj , . . . ) is
βj-relaxed monotone with respect to fj (in the jth argument) with

α1 + α3 + · · ·+ αn ≥ β2 + β4 + · · ·+ βn−1,

and α1 + α3 + · · ·+ αn = β2 + β4 + · · ·+ βn−1 if and only if x = y.
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Proposition 4.2. Let f1, f2, . . . , fn : E → E (n ≥ 3) be single-valued mappings
and M : En ⇒ E∗ be a multi-valued mapping. Suppose further that the mapping

M̂ : E ⇒ E∗ is defined by M̂(x) = M(f1(x), f2(x), . . . , fn(x)), for all x ∈ E. Then
the following statements hold:

(a) If n is an even natural number and M is an α1β2α3β4 . . . αn−1βn-symmetric

monotone mapping with respect to f1, f2, . . . , fn, then M̂ is a
n
2∑
i=1

(α2i−1 − β2i)-strongly monotone mapping.

(b) If n is an odd natural number and M is an α1β2α3β4 . . . βn−1αn-symmetric

monotone mapping with respect to f1, f2, . . . , fn, then M̂ is a( n+1
2∑
i=1

α2i−1 −
n−1
2∑
i=1

β2i

)
-strongly monotone mapping.

Proof. Let n be an even natural number. Taking into account that M is an
α1β2α3β4 . . . αn−1βn-symmetric monotone mapping with respect to f1, f2, . . . , fn, for
all x, y ∈ E,

u ∈ M̂(x) = M(f1(x), f2(x), . . . , fn(x))

and

v ∈ M̂(y) = M(f1(y), f2(y), . . . , fn(y)),

we have

〈u− v, x− y〉 =

〈
u+

n−1∑
i=1

(−wi + wi)− v, x− y

〉

= 〈u− w1, x− y〉+

n−2∑
i=1

〈wi − wi+1, x− y〉+ 〈wn−1 − v, x− y〉

= 〈u− w1, x− y〉+

n−2
2∑
i=1

〈w2i−1 − w2i, x− y〉

+

n−2
2∑
i=1

〈w2i − w2i+1, x− y〉+ 〈wn−1 − v, x− y〉

≥ α1‖x− y‖2 −

n−2
2∑
i=1

β2i‖x− y‖2 +

n−2
2∑
i=1

α2i+1‖x− y‖2 − βn‖x− y‖2

=

n
2∑
i=1

α2i−1‖x− y‖2 −
n
2∑
i=1

β2i‖x− y‖2

=

n
2∑
i=1

(α2i−1 − β2i)‖x− y‖2,

(4.1)
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where for each i ∈ {1, 2, . . . , n−1}, wi ∈M(f1(y), f2(y), . . . , fi(y), fi+1(x), . . . , fn(x)).
Since

α1 + α3 + · · ·+ αn−1 =

n
2∑
i=1

α2i−1 ≥ β2 + β4 + · · ·+ βn =

n
2∑
i=1

β2i

and
n
2∑
i=1

α2i−1 =

n
2∑
i=1

β2i

if and only if x = y, it follows from (4.1) that M̂ is a

n
2∑
i=1

(α2i−1 − β2i)-strongly

monotone mapping.
We now prove conclusion (b). Suppose that n is an odd natural number. Thanks

to the fact that M is an α1β2α3β4 . . . βn−1αn-symmetric monotone mapping with

respect to f1, f2, . . . , fn, for all x, y ∈ E, u ∈ M̂(x) = M(f1(x), f2(x), . . . , fn(x)) and

v ∈ M̂(y) = M(f1(y), f2(y), . . . , fn(y)), yields

〈u− v, x− y〉 =

〈
u+

n−1∑
i=1

(−wi + wi)− v, x− y

〉

= 〈u− w1, x− y〉+

n−2∑
i=1

〈wi − wi+1, x− y〉+ 〈wn−1 − v, x− y〉

= 〈u− w1, x− y〉+

n−1
2∑
i=1

〈w2i−1 − w2i, x− y〉

+

n−3
2∑
i=1

〈w2i − w2i+1, x− y〉+ 〈wn−1 − v, x− y〉

≥ α1‖x− y‖2 −

n−1
2∑
i=1

β2i‖x− y‖2 +

n−3
2∑
i=1

α2i+1‖x− y‖2 + αn‖x− y‖2

=

n+1
2∑
i=1

α2i−1‖x− y‖2 −

n−1
2∑
i=1

β2i‖x− y‖2

=

n+1
2∑
i=1

α2i−1 −

n−1
2∑
i=1

β2i

 ‖x− y‖2,

(4.2)

where for each i ∈ {1, 2, . . . , n−1}, wi ∈M(f1(y), f2(y), . . . , fi(y), fi+1(x), . . . , fn(x)).
In virtue of the facts that

α1 + α3 + · · ·+ αn =

n+1
2∑
i=1

α2i−1 ≥ β2 + β4 + · · ·+ βn−1 =

n−1
2∑
i=1

β2i



70 QAMRUL HASAN ANSARI, JAVAD BALOOEE AND ADRIAN PETRUŞEL

and
n+1
2∑
i=1

α2i−1 =

n−1
2∑
i=1

β2i

if and only if x = y, making use of (4.2) we deduce that M̂ is a

(
n+1
2∑
i=1

α2i−1 −
n−1
2∑
i=1

β2i

)
-

strongly monotone mapping. �

Remark 4.3. In the light of Proposition 4.2 and the arguments mentioned above,
we observe that the notions of α1β2α3β4 . . . αn−1βn-symmetric monotonicity and
α1β2α3β4 . . . βn−1αn-symmetric monotonicity of the multi-valued mapping M : En ⇒
E∗ with respect to the mappings f1, f2, . . . , fn : E → E, presented in Definition 4.1

(c) and (d), are actually r-strong monotonicity of the mapping M̂ = M(f1, f2, . . . , fn)

given in Definition 2.4 (c), where r =

n
2∑
i=1

(α2i−1 − β2i) for the case when n is an even

natural number, and r =

n+1
2∑
i=1

α2i−1 −
n−1
2∑
i=1

β2i when n is an odd natural number.

Nazemi[19] introduced the following concept of so-called Cn-monotone mappings.

Definition 4.4. [19, Definition 3.1] Let f1, f2, . . . , fn : E → E and Cn : E → E∗

(n ≥ 3) be single-valued mappings and M : En ⇒ E∗ be a multi-valued mapping.

(a) Let n be an even natural number. The multi-valued mapping M is said to be
a Cn-monotone mapping if M is α1β2α3β4 . . . αn−1βn-symmetric monotone
with respect to f1, f2, . . . , fn and (Cn + λM(f1, f2, . . . , fn))(E) = E∗ for all
λ > 0.

(b) Let n be an odd natural number. The multi-valued mapping M is said to be
a Cn-monotone mapping if M is α1β2α3β4 . . . βn−1αn-symmetric monotone
with respect to f1, f2, . . . , fn and (Cn + λM(f1, f2, . . . , fn))(E) = E∗ for all
λ > 0.

By providing an example in [19], it has been shown that the class of mappings
defined in the above definition is nonempty. However, in view of Proposition 4.2, it is
expected that this mapping to be actually a general strongly H-monotone mapping.
This fact is illustrated in the following example.

Example 4.5. Let E = l2 denote the space of all square-summable sequences, i.e.,

the space of all sequences {xm}∞m=1 for which
∞∑
m=1
|xm|2 converges, and ‖.‖2 be a

norm defined on l2 by ‖x‖2 =

( ∞∑
m=1
|xm|2

) 1
2

, for all x = {xm}∞m=1 ∈ l2. It is well

known that l2 together with the inner product

〈x, y〉 =

∞∑
i=1

xiȳi, ∀x = {xi}∞i=1, y = {yi}∞i=1 ∈ l2,
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is a Hilbert space and so E∗ = l2. Moreover, {em}∞m=1, where for each m ∈ N, em is
the sequence with 1 in the mth position and 0’s elsewhere, is a basis of E = l2.

Let n be an even natural number and suppose that the mappings f1, f2, . . . , fn :
E → E and Cn : E → E∗ are defined by

f2i−1(x) =

{
ek + α1x, if i = 1,
α2i−1x, if i = 2, 3, . . . , n2 ,

(4.3)

f2i(x) = −β2ix (i = 1, 2, . . . , n2 ) and Cn(x) = x− ek, for all x = {xm}∞m=1 ∈ l2, where

ek = (0, 0, . . . , 1, 0, . . . ) ∈ l2 (1 in the kth place) and α2i−1, β2i > 0 (i = 1, 2, . . . , n2 )

are arbitrary real constants such that

n
2∑
i=1

(α2i−1−β2i) = 1. Further, let M : En ⇒ E∗

be defined by M(x1, x2, . . . , xn) =
n∑
i=1

xi, for all (x1, x2, . . . , xn) ∈ En. Taking into

account that for all x, y ∈ E and uj ∈ Ej (j = 2, 3, . . . , n),

〈M(f1(x), u2, u3, . . . , un)−M(f1(y), u2, u3, . . . , un), x− y〉
= 〈f1(x)− f1(y), x− y〉
= 〈α1x− α1y, x− y〉 = α1‖x− y‖22,

and due to the facts that for all j = 1, 2, . . . , 2(i− 1), 2i, . . . , n and i = 2, 3, . . . , n2 ,

〈M(u1, u2, . . . , u2i−2, f2i−1(x), u2i, . . . , un)

−M(u1, u2, . . . , u2i−2, f2i−1(y), u2i, . . . , un), x− y〉
= 〈f2i−1(x)− f2i−1(y), x− y〉
= 〈α2i−1x− α2i−1y, x− y〉 = α2i−1‖x− y‖22

and

〈M(u1, u2, . . . , u2i−1, f2i(x), u2i+1, . . . , un)

−M(u1, u2, . . . , u2i−1, f2i(y), u2i+1, . . . , un), x− y〉
= 〈f2i(x)− f2i(y), x− y〉
= 〈−β2ix+ β2iy, x− y〉 = −β2i‖x− y‖22,

it follows that for each i ∈ {1, 2, . . . , n2 }, M(. . . , f2i−1, . . . ) is α2i−1-strongly monotone
with respect to f2i−1 in the (2i − 1)th argument, and M(. . . , f2i, . . . ) is β2i-relaxed
monotone with respect to f2i in the (2i)th argument. Since M(. . . , fi, . . . ) is αi-
strongly monotone with respect to fi in the ith argument for each i ∈ {1, 3, . . . , n−1},
and M(. . . , fj , . . . ) is βj-relaxed monotone with respect to fj in the jth argument

for each j ∈ {2, 4, . . . , n}, and

n
2∑
i=1

(α2i−1 − β2i) = 1 > 0, it follows that M is an

α1β2α3β4 . . . αn−1βn-symmetric monotone mapping with respect to the mappings
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f1, f2, . . . , fn. At the same time, for all x = {xm}∞m=1 ∈ l2, we have

M(f1(x), f2(x), . . . , fn(x)) =

n∑
i=1

fi(x) =

n
2∑
i=1

(f2i−1(x) + f2i(x))

= ek +

n
2∑
i=1

(α2i−1 − β2i)x = ek + x.

Suppose that the real constant λ > 0 is chosen arbitrarily but fixed. Thanks to the

fact that for any x ∈ l2, there is x+(1−λ)ek
1+λ ∈ l2 such that (Cn +λM)(x+(1−λ)ek

1+λ ) = x,

it follows that (Cn + λM)(E) = E∗. In the light of the above-mentioned arguments,
it is deduced in [19] that M is a Cn-monotone mapping.

Let us now define the mapping M̂ : E ⇒ E∗ as M̂(x) = M(f1(x), f2(x), . . . , fn(x)),

for all x ∈ E = l2. Then, for all x = {xm}∞m=1 ∈ l2, we have M̂(x) =
n∑
i=1

fi(x) = ek+x.

Meanwhile, for all x = {xm}∞m=1, y = {ym}∞m=1 ∈ l2, we obtain

〈M̂(x)− M̂(y), x− y〉 = 〈ek + x− (ek + y), x− y〉 = ‖x− y‖22,

that is, M̂ is a 1-strongly monotone mapping. By taking H = Cn, it can be easily seen

that Range(H + λM̂) = E∗ holds, for every real constant λ > 0. Hence, according to

Definition 2.6, M̂ is a general H-monotone mapping.

Remark 4.6. In view of the above discussion, the Cn-monotone mapping given in
[19, Example 3.1] is actually a general strongly H-monotone mapping with constant
1. In general, if E is a real Banach space with its dual E∗, f1, f2, . . . , fn : E → E and
Cn : E → E∗ (n ≥ 3) are single-valued mappings and M : En ⇒ E∗ is a Cn-monotone
multi-valued mapping, then in accordance with Definition 4.4, for the case when n is
an even natural number, M is an α1β2α3β4 . . . αn−1βn-symmetric monotone mapping
with respect to f1, f2, . . . , fn, and in the case where n is an odd natural number, M is
an α1β2α3β4 . . . βn−1αn-symmetric monotone mapping with respect to f1, f2, . . . , fn.
At the same time, in both the cases, we have Range(Cn + λM(f1, f2, . . . , fn)) =

E∗ for every real constant λ > 0. Then, by defining M̂ : E ⇒ E∗ by M̂(x) :=
M(f1(x), f2(x), . . . , fn(x)) for all x ∈ E, and by taking H = Cn, Proposition 4.2

implies that M̂ is a strongly monotone mapping. Accordingly, invoking Definition 2.6,

M̂ is a general H-monotone mapping and so Definition 4.4 reduces to the definition
of a general H-monotone mapping which has been introduced in [24].

Lemma 4.7. [19, Lemma 3.1] Let E be a reflexive Banach space. Let n ≥ 3 and
f1, f2, . . . , fn : E → E be single-valued mappings, Cn : E → E∗ be a monotone
mapping and M : En ⇒ E∗ be a Cn-monotone mapping. Then the mapping

(Cn + λM(f1, f2, . . . , fn))−1

is single-valued for every λ > 0.

Proof. Let M̂ : E ⇒ E∗ be defined by M̂(x) := M(f1(x), f2(x), . . . , fn(x)) for all

x ∈ E. Proposition 4.2 implies that M̂ is a strongly monotone mapping. By taking
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H = Cn, it follows that M̂ is a general H-monotone mapping. Then, all the conditions

of Corollary 2.10 hold, and therefore, (H + λM̂)−1 = (Cn + λM(f1, f2, . . . , fn))−1 is
single-valued for every λ > 0. �

Based on Lemma 4.7, Nazemi [19] defined the proximal mapping RCnM(.,.,...,.),λ as-

sociated with Cn, λ and the Cn-monotone mapping M(., ., . . . , .) as follows.

Definition 4.8. [19, Definition 3.2] Let E be a reflexive Banach space. Let n ≥ 3
and f1, f2, . . . , fn : E → E be single-valued mappings, Cn : E → E∗ be a monotone
mapping and M : En ⇒ E∗ be a Cn-monotone mapping. A mapping RCnM(.,.,...,.),λ :

E∗ → E is defined by

RCnM(.,.,...,.),λ(x∗) = (Cn + λM(f1, f2, . . . , fn))−1(x∗), ∀x∗ ∈ E∗,

is called proximal associated with Cn, λ and the Cn-monotone mapping M(., ., . . . , .).

Remark 4.9. By defining M̂ : E ⇒ E∗ as M̂(x) := M(f1(x), f2(x), . . . , fn(x)) for

all x ∈ E, and taking H = Cn, invoking Proposition 4.2, we conclude that M̂ is
a general H-monotone mapping. In accordance with Definition 2.11, for any real
constant λ > 0, the mapping RH

M̂,λ
, that is, the proximal mapping associated with

H,λ and M̂ is defined for any x∗ ∈ E∗ as follows:

RH
M̂,λ

(x∗) = RCnM(.,.,...,.),λ(x∗) = (H + λM̂)−1(x∗) = (Cn + λM(f1, f2, . . . , fn))−1(x∗).

In fact, the notion of the proximal mapping RCnM(.,.,...,.),λ associated with a mono-

tone mapping Cn, an arbitrary real constant λ > 0 and a Cn-monotone map-
ping M(., ., . . . , .) is actually the same as the notion of the proximal mapping

RCn
M̂,λ

associated with Cn, λ and the general strongly H = Cn-monotone mapping

M̂ = M(f1, f2, . . . , fn).

Nazemi [19] also proved the Lipschitz continuity of the proximal mapping

RCnM(.,.,...,.),λ associated with Cn, λ and the Cn-monotone mapping M(., ., . . . , .), and

computed an estimate of its Lipschitz constant under some appropriate conditions
imposed on the parameters and mappings.

Theorem 4.10. [19, Theorem 3.1] Let E be a reflexive Banach space. Let n ≥ 3
and f1, f2, . . . , fn : E → E be single-valued mappings, Cn : E → E∗ be a monotone
mapping and M : En ⇒ E∗ be a Cn-monotone mapping. Then, the proximal mapping
RCnM(.,.,...,.),λ : E∗ → E is

(a) 1
λ(α1+α3+···+αn−1−(β2+β4+···+βn)) -Lipschitz continuous, when n is an even na-

tural number;
(b) 1

λ(α1+α3+···+αn−(β2+β4+···+βn−1)) -Lipschitz continuous, when n is an odd na-

tural number.

Proof. Let M̂ : E ⇒ E∗ be defined by M̂(x) := M(f1(x), f2(x), . . . , fn(x)) for all
x ∈ E. When n is an even natural number, due to the fact that M is a Cn-monotone
mapping, using Definition 4.4 (a), it follows that M is an α1β2α3β4 . . . αn−1βn-
symmetric monotone mapping with respect to f1, f2, . . . , fn. Now, Definition 4.1
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(a) implies that M̂ is a

n
2∑
i=1

(α2i−1 − β2i)-strongly monotone mapping. Meanwhile,

picking H = Cn, we note that M̂ is a general H-monotone mapping. Now, by taking

γ =

n
2∑
i=1

(α2i−1−β2i) and utilizing Theorem 2.12, it follows that RH
M̂,λ

= RCnM(.,.,...,.),λ :

E∗ → E is 1

λ

n
2∑
i=1

(α2i−1−β2i)

-Lipschitz continuous, that is, the statement (a) holds.

When n is an odd natural number, in view of the Cn-monotonicity of the mapping
M and Definition 4.4 (b), we conclude that M is an α1β2α3β4 . . . βn−1αn-symmetric

monotone with respect to f1, f2, . . . , fn. Then, Proposition 4.2 (b) implies that M̂

is a

(
n+1
2∑
i=1

α2i−1 −
n−1
2∑
i=1

β2i

)
-strongly monotone mapping. Similarly, letting H = Cn,

M̂ is a general H-monotone mapping. Now, by taking γ =

n+1
2∑
i=1

α2i−1 −
n−1
2∑
i=1

β2i,

Theorem 2.12 ensures that the proximal mapping RH
M̂,λ

= RCnM(.,.,...,.),λ : E∗ → E is
1

λ(

n+1
2∑
i=1

α2i−1−
n−1
2∑
i=1

β2i)

-Lipschitz continuous, that is, the statement (b) holds. �

Let k ≥ 3 and A : E → E∗, p, f1, , f2, . . . , fk : E → E, F : Ek → E∗ be
single-valued mappings and let T1, T2, . . . , Tk : E ⇒ CB(E) and M : Ek ⇒ E∗ be
multi-valued mappings. For any given a ∈ E∗, Nazemi [19] considered and studied the
variational inclusion problem of finding x ∈ E, t1 ∈ T1(x), t2 ∈ T2(x), . . . , tk ∈ Tk(x)
such that

a ∈ A(x− p(x)) +M(f1(x), f2(x), . . . , fk(x))− F (t1, t2, . . . , tk). (4.4)

In order to identify a solution of the problem (4.4), she gave the following char-
acterization for the solution of the problem (4.4) by utilizing the proximal mapping

RCkM(.,.,...,.),λ.

Theorem 4.11. [19, Theorem 4.1] Suppose that k ≥ 3 and A : E → E∗,
p, f1, f2, . . . , fk : E → E, F : Ek → E∗ are single-valued mappings and T1, T2, . . . , Tk :
E ⇒ CB(E) are multi-valued mappings. Let Ck : E → E∗ be a monotone mapping
and M : Ek ⇒ E∗ be a Ck-monotone mapping. Then (x, t1, t2, . . . , tk) is a solution
of the problem (4.4) if and only if

x = RCkM(.,.,...,.),λ[Ck(x)− λA(x− p(x)) + λa+ λF (t1, t2, . . . , tk)],

where t1 ∈ T1(x), t2 ∈ T2(x), . . . , tk ∈ Tk(x) and λ > 0 is a real constant.

Proof. Let M̂ : E ⇒ E∗ be defined by M̂(x) := M(f1(x), f2(x), . . . , fk(x)) for all

x ∈ E. By Proposition 4.2, we have that M̂ is a strongly monotone mapping. By

taking H = Ck and using the assumption, we conclude that M̂ is a general strongly
H-monotone mapping. Then, the conclusion follows from Theorem 3.1. �
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In view of the above-mentioned argument, it is clear that the characterization,
presented in Theorem 4.10, for the solution of the problem (4.4) is exactly the same
characterization of the solution for the problem (3.3) given in Theorem 3.1.

Based on Theorem 4.10, Nazemi[19] suggested the following iterative algorithm for
solving the problem (4.4).

Algorithm 4.12. [19, Algorithm 4.1] Let E be a reflexive Banach space. For any
given x0 ∈ E, we choose t01 ∈ T1(x0), t02 ∈ T2(x0), . . . , t0k ∈ Tk(x0) and compute
{xn}, {tn1}, {tn2}, . . . , {tnk} by iterative schemes

xn+1 = RCkM(.,.,...,.),λ[Ck(xn)− λA(xn − p(xn)) + λa+ λF (tn1 , t
n
2 , . . . , t

n
k )],

tn1 ∈ T1(xn); ‖tn+1
1 − tn1‖ ≤ (1 +

1

n+ 1
)Ĥ(T1(xn+1), T1(xn)),

tn2 ∈ T2(xn); ‖tn+1
2 − tn2‖ ≤ (1 +

1

n+ 1
)Ĥ(T2(xn+1), T2(xn)),

...

tnk ∈ Tk(xn); ‖tn+1
k − tnk‖ ≤ (1 +

1

n+ 1
)Ĥ(Tk(xn+1), Tk(xn)),

for all n = 0, 1, 2, . . . .

Remark 4.13. (a) By defining M̂ : E ⇒ E∗ as M̂(x) := M(f1(x), f2(x), . . . , fk(x))

for all x ∈ E, and by taking H = Ck, it follows that M̂ is a general H-monotone
mapping and we observe that Algorithm 4.12 coincides with Algorithm 3.4.

(b) In Lemma 3.1, Theorem 4.1 and Algorithm 4.1 of [19], the Banach space should
be reflexive as we have considered in Lemma 4.7, Theorem 4.10 and Algorithm 4.12.

Theorem 4.14. [19, Theorem 4.2] Let E be a uniformly smooth Banach space with
ρE(t) ≤ Ct2 for some C > 0. Let k ≥ 3 and f1, f2, . . . , fk : E → E be single-
valued mappings, Ck : E → E∗ be a monotone and δ-Lipschitz continuous mapping,
p : E → E be a (γ, µ)-relaxed cocoercive and λp-Lipschitz continuous mapping and
M : Ek ⇒ E∗ be a Ck-monotone mapping. Let A : E → E∗ be a τ -Lipschitz
continuous mapping and for each i ∈ {1, 2, . . . , k}, Ti : E ⇒ CB(E) be Ĥ-Lipschitz
continuous with constant λTi . Suppose that F : Ek → E∗ is λFi-Lipschitz continuous
in the ith argument with respect to Ti (i = 1, 2, . . . , k) and there exists a constant
λ > 0 such that the following conditions are satisfied:

1
λ(α1+α3+···+αk−1−(β2+β4+···+βk))

(
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p

+λ
k∑
i=1

λFiλTi
)
< 1, 2µ < 1 + 2γλ2

p + 64Cλ2
p.

(4.5)

Then the iterative sequences {xn}, {tn1}, {tn2}, . . . , {tnk} generated by Algorithm 4.12
converge strongly to x, t1, t2, . . . , tk, respectively, and (x, t1, t2, . . . , tk) is a solution of
the problem (4.4).

Proof. Define M̂ : E ⇒ E∗ by M̂(x) := M(f1(x), f2(x), . . . , fk(x)) for all x ∈
E. Since M is a Ck-monotone mapping, and k > 3 is an even natural number, it
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follows that M is α1β2α3β4 . . . αk−1βk-symmetric monotone mapping with respect to

f1, f2, . . . , fk, and Proposition 4.2 (a) implies that M̂ is a

k
2∑
i=1

(α2i−1 − β2i)-strongly

monotone mapping. At the same time, by taking H = Ck, we conclude that M̂ is a

general strongly H-monotone mapping with constant

k
2∑
i=1

(α2i−1−β2i) and Algorithm

4.12 coincides with Algorithm 3.4. Picking θ =

k
2∑
i=1

(α2i−1 − β2i), (4.5) reduces to

(3.17) in Corollary 3.10. Now, we observe that all the conditions of Corollary 3.10
hold, and hence, the iterative sequences {xn} and {tni } (i = 1, 2, . . . , k) generated
by Algorithm 4.12 converge strongly to x and ti (i = 1, 2, . . . , k), respectively, and
(x, t1, t2, . . . , tk) is a solution of the problem (4.4). �

Remark 4.15. (a) Taking into account that M is a Ck-monotone mapping, by virtue
of Definition 4.1, the constants αi (i = 1, 2, . . . , k − 1) and βi (i = 2, 4, . . . , k) satisfy

the condition

k
2∑
i=1

(α2i−1 − β2i) > 0, that is,

k
2∑
i=1

α2i−1 >

k
2∑
i=1

β2i.

(b) By a careful reading Theorem 4.2 in [19], we found that there are two
small mistakes in its context. Firstly, relying on the fact that the constants
λ, δ, τ, γ, λp, µ, C, λFi and λTi (i = 1, 2, . . . , k) are all positive and

k
2∑
i=1

α2i−1 >

k
2∑
i=1

β2i,

it follows that

1

λ

k
2∑
i=1

(α2i−1 − β2i)

(
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p + λ

k∑
i=1

λFiλTi
)
> 0.

Hence, condition (3) in [19], that is, the condition

0 <
1

λ(α1 + α3 + · · ·+ αk−1 − (β2 + β4 + · · ·+ βk))

×
(
δ + λτ

√
1 + 2γλ2

p − 2µ+ 64Cλ2
p + λ

k∑
i=1

λFiλTi
)
< 1

must be replaced by condition (4.5) in Theorem 4.11. Secondly, the constants γ, λp, µ
and C, in addition to condition (4.5), must be also satisfied the condition 2µ <
1 + 2γλ2

p + 64Cλ2
p, as we have added the mentioned condition to the assumptions of

Theorem 4.11.
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(c) All the results in [19] have been derived based on the strict monotonicity as-
sumption of the mapping Cn : E → E∗, whereas, the aforesaid condition imposed on
Cn can be replaced by a more mild condition. In fact, all definitions and results of
Sections 3 and 4 of [19] have been rewritten in this section, by replacing the strict
monotonicity assumption imposed on the mapping Cn in [19] by the monotonicity
condition, which is more mild of the strict monotonicity condition, and then the
corresponding results have been deduced by using the results given in Section 3.
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