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Abstract. This paper investigates two inertial extragradient algorithms for seeking a common

solution to a variational inequality problem involving a monotone and Lipschitz continuous mapping

and a fixed point problem with a demicontractive mapping in real Hilbert spaces. Our algorithms
need to calculate the projection on the feasible set only once in each iteration. Moreover, they can

work well without the prior information of the Lipschitz constant of the operator and do not contain

any linesearch process. Strong convergence theorems of the suggested algorithms are established
under suitable conditions. Some experiments are presented to illustrate the numerical efficiency of

the suggested algorithms and compare them with some existing ones.
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[2] L.C. Ceng, A. Petruşel, J.C. Yao, Y. Yao, Systems of variational inequalities with hierarchi-

cal variational inequality constraints for Lipschitzian pseudocontractions, Fixed Point Theory,
20(2019), 113-134.

[3] Y. Censor, A. Gibali, S. Reich, The subgradient extragradient method for solving variational

inequalities in Hilbert space, J. Optim. Theory Appl., 148(2011), 318-335.

707



708 B. TAN, L. LIU AND X. QIN

[4] S.Y. Cho, Implicit extragradient-like method for fixed point problems and variational inclusion

problems in a Banach space, Symmetry-Basel, 12(2020), 998.

[5] S.Y. Cho, A convergence theorem for generalized mixed equilibrium problems and multivalued
asymptotically nonexpansive mappings, J. Nonlinear Convex Anal., 21(2020), 1017-1026.

[6] S.Y. Cho, A monotone Bregan projection algorithm for fixed point and equilibrium problems in

a reflexive Banach space, Filomat, 34(2020), 1487-1497.
[7] P. Cubiotti, J.C. Yao, On the Cauchy problem for a class of differential inclusions with appli-

cations, Appl. Anal., 99(2020), 2543-2554.

[8] T.H. Cuong, J.C. Yao, N.D. Yen, Qualitative properties of the minimum sum-of-squares clus-
tering problem, Optimization, 69(2020), 2131-2154.

[9] Q. Fan, J. Peng, H. He, Weak and strong convergence theorems for the split common fixed point

problem with demicontractive operators, Optimization, 70(2021), 1409-1423.
[10] A. Gibali, D.V. Hieu, A new inertial double-projection method for solving variational inequali-

ties, J. Fixed Point Theory Appl., 21(2019), Article ID 97.
[11] A. Gibali, Y. Shehu, An efficient iterative method for finding common fixed point and variational

inequalities in Hilbert spaces, Optimization, 68(2019), 13-32.

[12] A.A. Khan, D. Motreanu, Inverse problems for quasi-variational inequalities, J. Global Optim.,
70(2018), 401-411.

[13] G.M. Korpelevich, The extragradient method for finding saddle points and other problems,

Ekonomika i Matematicheskie Metody, 12(1976), 747-756.
[14] R. Kraikaew, S. Saejung, Strong convergence of the Halpern subgradient extragradient method

for solving variational inequalities in Hilbert spaces, J. Optim. Theory Appl., 163(2014), 399-

412.
[15] L. Liu, A hybrid steepest descent method for solving split feasibility problems involving nonex-

pansive mappings, J. Nonlinear Convex Anal., 20(2019), 471-488.

[16] Y. Luo, Weak and strong convergence results of forward-backward splitting methods for solving
inclusion problems in Banach spaces, J. Nonlinear Convex Anal., 21(2020), 341-353.

[17] B.T. Polyak, Some methods of speeding up the convergence of iteration methods, USSR Comput.
Math. Math. Phys., 4(1964), 1-17.

[18] S. Saejung, P. Yotkaew, Approximation of zeros of inverse strongly monotone operators in

Banach spaces, Nonlinear Anal., 75(2012), 742-750.
[19] D.R. Sahu, J.C. Yao, M. Verma, K.K. Shukla, Convergence rate analysis of proximal gradient

methods with applications to composite minimization problems, Optimization, 70(2020), 75-100.

[20] Y. Shehu, Convergence rate analysis of inertial Krasnoselskii-Mann type iteration with appli-
cations, Numer. Funct. Anal. Optim., 39(2018), 1077-1091.

[21] Y. Shehu, O.S. Iyiola, Projection methods with alternating inertial steps for variational inequal-

ities: Weak and linear convergence, Appl. Numer. Math., 157(2020), 315-337.
[22] Y. Shehu, O.S. Iyiola, E. Akaligwo, Modified inertial methods for finding common solutions to

variational inequality problems, Fixed Point Theory, 20(2019), 683-702.

[23] Y. Shehu, O.S. Iyiola, X.H. Li, Q.L. Dong, Convergence analysis of projection method for
variational inequalities, Comput. Appl. Math., 38(2019), Article ID 161.

[24] Y. Shehu, X.H. Li, Q.L. Dong, An efficient projection-type method for monotone variational
inequalities in Hilbert spaces, Numer. Algorithms, 84(2020), 365-388.

[25] Y. Shehu, J.C. Yao, Rate of convergence for inertial iterative method for countable family of

certain quasi-nonexpansive mappings, J. Nonlinear Convex Anal., 21(2020), 533-541.
[26] B. Tan, J. Fan, S. Li, Self-adaptive inertial extragradient algorithms for solving variational

inequality problems, Comput. Appl. Math., 40(2021), Article ID 19.
[27] B. Tan, S. Xu, S. Li, Inertial shrinking projection algorithms for solving hierarchical variational

inequality problems, J. Nonlinear Convex Anal., 21(2020), 871-884.
[28] D.V. Thong, D.V. Hieu, Some extragradient-viscosity algorithms for solving variational inequal-

ity problems and fixed point problems, Numer. Algorithms, 82(2019), 761-789.
[29] M.Y. Tong, M. Tian, Strong convergence of the Tseng extragradient method for solving varia-

tional inequalities, Set-Valued Anal. Optim., 2(2020), 19-33.



INERTIAL EXTRAGRADIENT ALGORITHMS FOR VIPS AND FPPS 709

[30] P. Tseng, A modified forward-backward splitting method for maximal monotone mappings, SIAM

J. Control Optim., 38(2000), 431-446.

[31] I. Yamada, The hybrid steepest descent method for the variational inequality problem over the
intersection of fixed point sets of nonexpansive mappings, Inherently Parallel Algorithms in

Feasibility and Optimization and Their Applications, 8(2001), 473-504.

[32] Z. Zhou, B. Tan, S. Li, A new accelerated self-adaptive stepsize algorithm with excellent stability
for split common fixed point problems, Comput. Appl. Math., 93(2020), Article ID 220.

Received: November 13, 2020; Accepted: June 14, 2021.



710 B. TAN, L. LIU AND X. QIN


