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1. INTRODUCTION

Let H be a real Hilbert space with inner product (.,.) and norm ||.|]. Let C be a
nonempty closed convex subset of H and A be a mapping of C into H. Then A is
called monotone if

(Az — Ay,xz —y) > 0,Vz,y € C. (1.1)
We say that A is L-Lipschitz continuous if there exists a positive constant L such that
| Az — Ay|| < Ll — yll, ¥z,y € C.

In this paper, we consider the following variational inequality (for short, VI(A,C)):
find z € C such that

(Az,y —z) > 0,Vy € C. (1.2)

Let T be the set of solutions of VI(A,C) (1.2). It is well known that = solves the
VI(A,C) (1.2) if and only if = solves the fixed point equation (see [12] for the details)

x = Po(x —yAz),y > 0 and () :=  — Po(x — yAz) = 0.
Therefore, the knowledge of fixed-point algorithms (see [10, 29]) can be used to solve
VI(A,C) (1.2).
Variational inequality theory is an important tool in studying a wide class of obstacle,

unilateral, and equilibrium problems arising in several branches of pure and applied
sciences in a unified and general framework [3, 4, 12, 18, 19, 29]. This field is dynamic
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and is experiencing an explosive growth in both theory and applications. Several
numerical methods have been developed for solving variational inequality and related
optimization problems, see books [5, 10, 19] and the references therein.

The extragradient method, introduced in 1976 by Korpelevich [20] and Antipin [1] for
a finite-dimensional space, provides an iterative process converging to a solution of
VI(A,C) by only assuming that C' C R™ is nonempty, closed and convex and A : C' —
R™ is monotone and L-Lipschitz continuous. Some methods have been introduced in
the literature for finding a solution to VI(A,C) (1.1) when the monotone operator A is
continuous in R” (see, for example, [13, 31]). Quite recently, Mainge [24] introduced
the following projected reflected gradient-type method in R™ for VI(A,C) (1.2) by
incorporating a linesearch procedure that does not require any additional evaluation
of Pc when A is monotone and continuous mapping in R™. The extragradient method
was further extended to infinite dimensional spaces by many authors; see for instance,
2,7,8,9, 14, 15, 16, 22, 17, 25, 23, 28, 26, 31, 33).

Before proceeding, we recall the following definitions.

A mapping S : C — C is called

e nonexpansive if

1Sz = Syl| < ||z —yll, Yo,y € C;

and
e quasi-nonexrpansive if

15z —pll < ||z —pll, Yz € C,p € F(5),
where F'(S) denotes its fixed point set, i.e.,
F(S)={xe€C:Sz=uzx}.

In [27], Nadezhkina and Takahashi introduced an iterative process for finding the
common element of the set of fixed points of a nonexpansive mapping and the set of
solutions of the variational inequality problem for a monotone, Lipschitz-continuous
mapping and in [28], they introduced an iterative process for finding a common el-
ement of the set of fixed points of a nonexpansive mapping and the set of solutions
of the variational inequality problem for a monotone, Lipschitz-continuous mapping
using the two well-known methods of hybrid and extragradient and obtained a strong
convergence theorem for the sequences generated by this process. Similarly, weak and
strong convergence results have been obtained for finding a common element of the
set of fixed points of a nonexpansive mapping (quasi-nonexpansive) and the set of
solutions of the variational inequality problem for a monotone, Lipschitz-continuous
mapping using the subgradient extragradient method in [8, 9, 21].

Inspired by the subgradient extragradient method studied by Censor et al. in [8, 9],
Kraikaew and Saejung [21] proved the strong convergence of the iterative sequence
generated by a combination of subgradient extragradient method and Halpern method
for the problem of finding a common element of the solution set of a variational
inequality and the fixed-point set of a quasi-nonexpansive mapping in real Hilbert
spaces. In particular, they proved the following theorem.

Theorem 1.1. Let S : H — H be a quasi-nonexpansive mapping such that I — S
is demiclosed at zero and A : H — H a monotone and L-Lipschitz mapping on C'.
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Let X\ be a positive real number such that AL < 1. Suppose that F(S)NT # 0. Let
{zn} C H be a sequence generated by x1 € H,

Yn = Po(zn — AMuzy),

T, :={we H: {x, — Nz, — ypn,w — yn) <0},
zn = apx1 + (1 — o) Pr, (z, — Muyy),

Tpi1 = Butn + (1 — Br)Szn,

where {8,} C la,b] C]0,1[ for some a,b €]0,1] and {a,} is a sequence in ]0,1]
satisfying nlLH;oan =0 and ) o, = oo. Then {x,} converges strongly to Pp(s)nr1-

We remark here that the framework presented by Kraikaew and Saejung [21] requires
the Lipschitz constant of A as an input parameter. Thus, the result cannot be applied
to the case when A is L-Lipschitz continuous but the Lipschitz constant L is unknown.
It is our aim in this paper to establish strong convergence results for approximating
a solution of VI(A,C) (1.2) when A is a Lipschitz continuous monotone operator but
the Lipschitz constant is unknown and the solution is also a fixed point of a quasi-
nonexpansive mapping in real Hilbert spaces. We propose two convergence methods
and prove strong convergence of the sequences generated by our proposed methods.
Our proposed algorithms are based on known processes of subgradient extragradient
and Halpern methods and our results complement most of the existing known results
on this subject, including [8, 9, 21, 27, 28|. Finally, we give some applications of our
results.

The paper is therefore organized as follows: We first recall some basic results which
will be used in the sequel in Section 2 and the main contribution of the paper is
given in Section 3. In Section 4, we give some applications of our result and finally
in Section 5, we conclude with some final remarks on our next focus on monotone
variational inequalities.

2. PRELIMINARIES

We state the following well-known lemmas which will be used in the sequel.
Lemma 2.1. Let H be a real Hilbert space. The following well-known results hold:

(i) llz + gl = 2> + 2(2,y) + |yl*, Yo,y € H;

(ii) &+ yl* < l|l2l* + 2y, = + y), Vo, y € H;

(iii) ||tz + sy||? = t(t + s)||z||2 + s(t + s)||y||2 = stl|z — y|,Vz,y € H,Vt, s € R.
Lemma 2.2. (Xu, [34]) Let {a,} be a sequence of nonnegative real numbers satisfying
the following relation:

an1 < (1 —ap)an + anoy +vn, n >0,
where

(1) {an} C[0,1], X an = oo;

(#) limsup o, < 0;

(iii) Yo = 0; (n>1), Y m < 0.
Then, a, — 0 as n — oo.
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Let H be a real Hilbert space and C' a nonempty, closed and convex subset of H. For
any point u € H, there exists a unique point Pou € C such that

llu = Poull < |lu—yl|, Yy € C.

Pc is called the metric projection of H onto K. We know that Pc is a nonexpansive
mapping of H onto C. It is also known that Po satisfies

(x —y, Pox — Poy) > || Pox — Poy|?, (2.1)
for all z,y € H. Furthermore, Pox is characterized by the properties Pox € C,
(x — Pox, Pox —y) > 0, (2.2)
for all y € C' and
o =yl > |l — Peall® + ly — Pox|? (2.3)

forallz € H and y € C.
Lemma 2.3. (Lemma 7.1.7 of [32]) Let C be a nonempty, closed and convex subset

of a Hilbert space H. Let A : C — H be a monotone and hemicontinuous mapping
and z € C. Then

zeVI(C,A) & (Az,x —z) > 0 for all x € C.

The following lemma was proved in R™ by Fang and Chen [11] and it can be easily
extended to infinite dimensional real Hilbert space H. The proof is similar to the
proof of Lemma 3.1 in [6].

Lemma 2.4. (Lemma 6.3 of [11]) For any x € H and > 0,

min{1, G} [r1(@)[| < [rs(2)]] < max{1, 5}[ri(2)],
where rg(z) = & — Pc(x — BAzx) is the residual.

3. MAIN RESULTS

3.1. The first Halpern type extragradient method. In this subsection, we pro-
pose our first Halpern type extragradient-like method and prove that the sequences
generated by the proposed method converge strongly to an element of I' which is also
a fixed point of a quasi-nonexpansive mapping. Let C' be a nonempty, closed and
convex subset of a real Hilbert space H. Let S : H — H be a quasi-nonexpansive
mapping such that I — S is demiclosed at the origin (i.e., if {z,} is a sequence in H
such that z, — « and Sz, — 2z, — 0, asn — 0, then z = Sz ). Let A: H - H
be a Lipschitz continuous monotone mapping but the Lipschitz constant is unknown
and F(S)NT # 0. Suppose {z,}32, and {y,}5°, are sequences generated by the
following manner:

Algorithm 3.1. Given p € (0,1), p € (0,1). Let {a,}52, and {8,}52, be real
sequences in (0,1). Let 1 € H be arbitrary and given a fixed u € H.

Step 1. Compute

yn = Po(x, — MpAzy,), Yn > 1,

where )\, = p'» and I, is the smallest non-negative integer [ such that

Al Ay — Ayn || < plir g ()l = pllzn = ynll (3.1)
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Step 2. Compute

zn = apu~+ (1 — ap) P, (z, — A\ Ayn)

{ Tpt+1 = ann + (1 - ﬁn)SZna n > 17
where T,, :={z € H : (xy, — \yAxp, — Yn, 2 — yn) < 0},
Set n <~ n + 1 and go to Step 1.
We first show that Algorithm 3.1 is well defined and implementable in this lemma.
Lemma 3.1. There exists a non-negative integer l,, satisfying (3.1).
Proof. Suppose 7,0 (2,) = 0 for some nyg > 1. Take I, = ng, which satisfies (3.1).
Suppose that r,m (x,,) # 0 for some n; > 1 and assume the contrary that for all ,
y = Po(z, — p'Azy,), p'l|Az, — Ayl > pl|rpi(zn)||. Then, by Lemma 2.4 and the
fact that p € (0,1), we obtain

1
Az, — Ayl > ;Hw(ﬂcn)ll

(3.2)

o
> ;mln{l,p’}\\ﬁ(fﬁn)ﬂ

= plri(@a)l- (3.3)
Using the fact that Po is continuous, we have that
yi = Po(x, — ptAx,) = Po(zy), | — co.
We consider two case: z, € C and z,, ¢ C.
(i) If z, € C, then z,, = Po(x,). Now, since 7,1 (x,) # 0 and p™ < 1, it follows
from Lemma 2.4 that
0 < lrpma (@)l < max{L, p™ }r1 ()|
= ri(@a)ll-
Letting [ — oo in (3.3), we have that
0= [[Az, — Azy| = pllra(zn)l] > 0.
This is a contradiction and hence (3.1) is valid.
(ii) If z,, ¢ C, then
oAz, — Ay,| — 0, 1 — oo

while
i gl ()| = i [z — P — p' Az = pillen — Polan) | > 0.

This is a contradiction. Therefore, Algorithm 3.1 is well defined and implementable.
Remark 3.2. We observe that since A is L-Lipschitz continuous on H in Lemma

3.1, then supl,, < co. Indeed, Vz,y, we have that p'||Az — Ay| < p'L||x — y|| and it
n>1

suffices to take [ such that p! < £. This does not depend on x and y. Also, note that

supl,, < oo implies that 1I;f1 An > 0. This is important for our convergence analysis.
n>1 nz

We now prove the following theorem.

Theorem 3.3. Assume that

(a) nhHH;OOén =0;
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(b) Zan:oo;
n=1
(0)0<a<pB,<b< 1l

Then the sequences {xn}o>, and {yn}>2, generated by Algorithm 3.1 strongly con-

verge to z € ', where z = Pp(g)nru.

Proof. Let z = Pp(g)nru and t, = Pr, (u,) with u, = (2, — Ay Ay,), ¥n > 1. Then,

by Lemma 2.1 (i), we have

1Pz, (un) — 2]*

(Pr, (un) — wp +up — 2, P (un) — Uy, + up, — 2)

Itn — 2|12

= lun — ZH2 + [lun — Pr, (Un)||2 +2(Pr, (un) — tp, un — 2).

(3.4)

since z € I' C C C T, and, by the characterization of the metric projection, we derive

2||un — Pr, (un)|1* + 2(Pr, (un) — tn, tn — 2)
= 2(up — Pr, (un),z — Pr, (un)) <0

that
[ = Pr, (un)lI” + 2(Pr, (un) = tn, up — 2) < —[lun, = Pr, (un)][|.
We then obtain from Algorithm 3.1 and (2.3) that

[t —2lI> < fun = 2[* = lJun — Pr,, (un)|?
[(n — AnAyn) — ZH2 = (zn — AnAyn) — tn”Q
|zn — ZH2 — [|en — tn||2 + 22X (2 — tn, AYn)-

The monotonicity of the operator A implies that
0 < (Ayn — Az,yn — 2) = (AYn, yn — 2) — (A2, 40 — 2)
< (A yn = 2) = (Ayn, yn — tn) + (Ayn, tn — 2).
Thus

(2 = tn, Ayn) < (AYn, Yn — tn).
Using (3.8) in (3.7), we obtain
tn = 2lI* < llzn = 217 = 20 = tall® + 220 (AYn, yn — tn)
= llen = 2lI* + 220 (AYn, Yy — tn)
= 220 = Yn, Yn — tn) = 20 = ynl® = Iy — tall?
= llzn — 2[I* + 2(zn — AnAyn = Yo, tn — yn)
= llzn = ynll* = llyn — tal*.

Observe that

<xn_)\nAyn_yna tn_yn> = <xn - AnAxn — Yn, tn - yn> + <)‘nAxn - )\nAynv tn

(3.5)

(3.8)

(3.9)

- yn>
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Using the last inequality in (3.9), we have that

It — 2II?

IAIA A IA

|20 — ZH2 + 2 ATy — XN AYn, tn — Yn) — |lTn — yn||2 —lyn — tn||2
l2n = 211 + 2Xall Az — Ayalllltn = ynll = 1z = yall® = lyn — tall®
2 = 201> + 2pllzn = yallltn = yall = 20 = ynl® = llyn — tall®

2 = 201> + ulllzn = yall® + tn = yall®) = 120 = yall* = llyn — tall?
2 = 2% = (1= w)llzn = yall® = (1= w)lyn — tal*. (3.10)

We then obtain from (3.2) and (3.10) that

[#nt1 — =]l

< Ballzn — 2l + (1 = Ba) 1Sz — 2|

< Ballzn — 2l + (1 = Ba)llzn — 2|l

= Bullzn — 2]+ (1 = Bn)llan(u — 2) + (1 — an) (tn — 2)||
< Bullzn — 2l + (1 = Bu)(anlu — 2|l + (1 — an) [tn — 2||)
< Bullzn — 2l + (1 = Ba)(anflu — 2] + (1 — an)l|zn — 2|))
< max {lz, — ||, Ju— | }

< max{”xlfz”,ﬂu—z”}.

This implies that {z,} is bounded. Consequently, {¢t,},{y.} and {z,} are also

bounded.

Then using Lemma 2.1 (ii), (iii) and (3.10), we have

41 = 2

IN

IN

IN

IN

1B (20 = 2) + (1 = Ba)(Szn — 2)|1?

Bullzn — Z||2 + (1= Bn)l[S2n — Z||2 = Bn(1 = Bu)llzn — SZn”2
Bn”xn - Z||2 +(1- ﬁn)llzn - Z||2 — Bn(1 = 5n)||xn - SZnHQ
Bullzn — Z||2 + (1= Bo)llan(u —2) + (1 — an)(t, — Z)||2
_ﬁn(l - ﬂn)”xn - Sanz

Bulltn = 2)1* = Bu(1 = Bn)[l2n — Szn?

+(1 = Bnu)((1 = Oén)Qth - Z||2 + 200 (u — 2, 2n, — 2))

Bullzn — Z||2 = Bn(1 = Bu) |z — Szn||2

+(1 = Bu)((1 = an)ltn — Z||2 + 200 (u — 2, 20, — 2))

(1= an(l = Bn)llzn — ZH2 + 200 (1 = Bn)(u — 2,2, — 2)
_Bn(l_ﬁn)”mn _SZHHQ- (3.11)

Furthermore, we obtain
|Zni1 — 2]12 < (1= an(l = Bo)|2n — 2]12 + 200 (1 — Bu){u — 2,2, — 2).  (3.12)

The rest of the proof will be divided into two parts.

Case 1. Suppose that there exists ng € N such that {||z,, — 2|}

o s . .
nen, 18 nONINCTEasing.

Then {||z, — 2|}, converges and ||z, — z||> — ||tnt1 — 2[|> = 0, n — oco. From
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(3.11), we have that
Bun(1 = Bu)llan = Szal® < llan = 2lI* = lonss — 2I* + an M,

for some M; > 0. Thus,
|xn — Szn|| = 0, n — 0.
Furthermore, we have from (3.2) and (3.10) that

0 = timinf(lzn — 2l - o - 21)
< lminf(Ballan — 2l + (1 - B2 — 2] — 2 — )
< lminf(1 = Bo)(anlu = 2| + (1 = an)l[tn = 2] = [Jzn = 2[))
= hmlnf(l = Bn)Itn — 2l = llzn — 2|)
< (1 —a)liminf(|[t, — 2] — [lzn — 2|))
n—oo
< (1 -a)limsup([[t, — 2| — [[zn — 2[)
n— 00
< 0.
So,
limsup(||t, — z|| = ||zn — 2]|) = 0.
n— oo

We obtain from (3.10) that

(1—M)||$n—yn||2 S Hxn_ZHQ— th—ZH2
(lzn = 2ll = l[tn = 2D ([2n = 2]l + [1tn — 2[])
(lzn =2l = [ltn — 2[) Mo,

IN

for some My > 0. Thus

limsup||z, — ynl| =0
n—oo

and this implies that
|zn — ynll — 0, n — 0.
From (3.10) again, we have
A= @llyn = tall® < lwn = 2] = It — 27
= (len =2l = [ltn = 2[)Ulzn — 2] + [[tn — =]))
(lzn = 2l = l[tn = 2[) M2,

IN

from which we have
lyn — tnll = 0, n — oco.
Furthermore,
[Zn = toll < |0 — Ynll + 1Yn — tall = 0, n — o0
and from (3.2), we get
Iz — tull = anllu — ]| = 0, n — oo

and
l2n — znll < |lzn — tall + |2n — ta]] = 0, n — oc.

(3.13)

(3.14)
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Also
llzn = Sznll < llzn = tall + llzn — Sznll + 20 — tall = 0, n = 00
and
|Znt1 — 2ol = (1= Bu)l|zn — Szn| — 0, n — .
Since {z,,} is bounded, it has a subsequence {z,,,} such that {x,;} converges weakly

to some w € H and limsup(u— 2,2 —x,) = lim (u—2,2—x,,). We show that w € I.
n— o0 J—00

Now, x,, —y, — 0 implies that y,,;, — w and since y,, € C', we then have that w € C.
For all z € C and using (2.2), we have that (since A is monotone)

0 < (Yn; — T, + An; ATp;, T — Yn;)
= <ynj — Tn;, T — y7bj> + An; <Ax7lj »Tny — y'ﬂj)
A, (A, @ — 20,)
< <y"j — Tnyy T — y”j> + )‘"j <Axnj7xnj - ynj>
+An, (Az, 2 — 20).
Passing to the limit, we get
(Az,z —w) >0, Vz € C.

By Lemma 2.3, we have that w € T

Since {x,; } converges weakly to some w € H and x,, — 2z, — 0, n — 00, we have that
{2n; } converges weakly to some w € H. By demiclosedness of I — S at origin and the
fact that ||z, — Sz,|| = 0, n — oo, we have that w € F(S). Hence, w € F(S)NT.
Since z = Pp(s)nru, we have that

limsup(u — 2,2 — 2,) = lm (u—2,2—2,,)
n—o0o j—o0
= (u—z,z—w)
> 0.

Since ||zp41 — Znl| = 0, n — oo, we have that

limsup(u — 2z, &1 — 2) < 0.
n— o0

Using Lemma 2.2 in (3.12), we obtain lim ||z, — z|| = 0. Thus, x,, — z,n — 0.
n—oo
Case 2. Assume that {||z, — z||} is not monotonically decreasing sequence. Set
Iy, = ||z — 2||? and let 7 : N — N be a mapping for all n > ng (for some ng large
enough)by
7(n) :=max{k e N: k <n,T'y <Tpi1}.
Clearly, 7 is a non decreasing sequence such that 7(n) — oo as n — oo and
0< FT(n) < FT(’I’L)Jrl)vn > No-
This implies that ||z, — 2| < 2741 — 2]/, V7 > ng. Thus lim |z, (,) — 2|| exists.
n—oo
Following the arguments in Case 1, we can show that

[2r(ny = Szr(ml = 0, 1 = o0,

lirILsup(||tT(n) —z|| = [Jen — T(n)]]) = 0,
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Hx'r(n) - yT(n)H — 0, n— oo,
”y'r(n) - t'r(n)” — 0, n — oo,
||:E7.(n)+1 — xr(n)” — 0, n — o0
and
HZ.,-(n) — SZT(n)H — O, n — oQ.
Since {z,()} is bounded, there exists a subsequence of {z,}, still denoted by
{27 (n)} which converges weakly to w. Observe that since nler;o||mT(TL) —Yr(m)ll =0, we

also have y,(,) — w. By similar argument in Case 1, we can show that w € F(S)NT
and

limsup(u — z, 2z — 2z;(»)) > 0.
n— oo

By (3.12), we obtain that
2 (my11 = 2[1? < (1 = @rgny (1 = Br)) |27y — 21
+ 20 (n) (1 = Br(n)) (U — 2, 27(n) — 2)-
which implies that (noting that I'z(,y < T'z(5)41 and a;(,)(1 = Br(ny) > 0)
2r(ny = 2)1* < 2(u = 2, 27(n) — 2).

This implies that
lim sup||z;(,) — z|| <0.
n—oo

Thus,
nh_}rr;@”mr(n) —z||=0.
and
nh_?;onT(n)—O—l —z[[=0.
Therefore,

A Ty = Loy 1 = 0.

Furthermore, for n > no, it is easy to see that I'.(,y < I'z(ny41 if n # 7(n) (that is
7(n) < n), because I'; > T'j44 for 7(n) + 1 < j < n. As a consequence, we obtain for
all n > ng,

0<T, <max{Tr(n), Crny41} = Crny41-
Hence, limT',, = 0, that is, nlin;0||xn — z|| = 0. Hence, {z,} converges strongly to z.
Similarly, y,, — z. This completes the proof.
Remark 3.4. For example, our iterative Algorithm 3.1 complements the scheme of
Kraikaew and Saejung [21] (so also [28, 26, 25]), where the Lipschitz constant of A
has to be known apriori while in our results, we obtain strong convergence results
when the Lipschitz constant of A is unknown and the Lipschitz constant is not used
in our scheme as an input parameter in an infinite dimensional Hilbert space.
If S := I, the identity mapping, then our Theorem 3.3 reduces to the following
corollary.
Corollary 3.5. Let C be a nonempty, closed and convez subset of a real Hilbert space
H. Let A: H — H be a Lipschitz continuous monotone mapping and I # (). Let
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u € H be fivred but arbitrary. Suppose {x,}22, and {y,}>2, are sequences generated
by the following manner:
Algorithm 3.2. Given p € (0,1), p € (0,1). Let {o,}32, and {Bn}32, be real
sequences in (0,1). Let x1 € H be arbitrary.
Step 1. Compute

yn = Po(xy, — A\pAxy), Yn > 1,

where A, = p'» and l,, is the smallest non-negative integer | such that
Anl|Azn — Aynll < pllr o (2)l] = pllen — yall
Step 2. Compute

{ zn = anu + (1 — an) Pr, (2n — A Ayn)
Tn+1 = ﬂnzn + (1 - 577,)2717 n>1,

where Ty, :={z € H : (x,, — \pAxp, — Yn, 2 — yn) < 0}.
Setn < n+1 and go to Step 1.
Assume further that

(a) nh_}rlgoan =0;

() i an = 00;

n=
(c)0<a<p,<b<l.

Then the sequences {x,}2, and {y,}2, generated by Algorithm 3.2 strongly con-

verge to z € I', where z = Ppu.

3.2. The second Halpern type extragradient method. In this subsection we
present another Halpern type subgradient extragradient method which finds a solution
of the Variational inequality for a Lipschitz continuous monotone operator whose Lip-
schitz constant is unknown, which is also a fixed point of a given quasi-nonexpansive
mapping. Then, we establish a strong convergence theorem of the sequence generated
by our scheme.
Let C' be a nonempty, closed and convex subset of a real Hilbert space H. Let S :
H — H be a quasi-nonexpansive mapping such that I — .S is demiclosed at the origin
and denote by F'(S) its fixed point set. Let A : H — H be a Lipschitz continuous
monotone mapping but the Lipschitz constant is unknown and F(S)NT" # (. Suppose
{zp 352, and {y,}32, are sequences generated by the following manner:
Algorithm 4.1. Given p € (0,1), p € (0,1). Let {an}2q,{8n}21, {7}, and
{wn}22, be real sequences in (0,1) such that a, + B, + v, = 1. Let 1 € H be
arbitrary and given a fixed u € H.
Step 1. Compute

Yn = PC(xn - )\nAxn); Vn > 1,

where )\, = p!» and [, is the smallest non-negative integer I such that
AnllAzn — Aynl| < plirpen (2n) || = pllzn = ynll (3.15)
Step 2. Compute
Tn+1 = QU + ann + ’yn<wnsxn + (1 - wn>PTn (xn - )‘nAyn)>7 n Z 17 (316>
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where T, :=={z € H : {(z,, — \yAzy, — Yn, 2 — yn) < 0}.

Set n < n + 1 and go to Step 1.

Remark 3.6. By Lemma 3.1, Algorithm 4.1 is well defined and implementable.
Theorem 3.7. Assume that

(a) nlgngoan =0;
(b) 32 an =00;
n=1

(C)ﬁn261>03 Vn = €2 > 0;

(d)0<c<w, <d<1.
Then the sequences {x,}22, and {y,}>2, generated by Algorithm 4.1 strongly con-
verge to z € I', where z = Pp(s)nru.
Proof. Let z = Pp(g)nru and t, = Pr, (u,) with u, = (zn — A\yAy,), ¥n > 1. Then
following the method of proof in Theorem 3.3, we can show that

[tn = 201* < llen — 202 = (1 = wllan = yall® = (1 = @) lyn — tal*.
Let z, := wp Sz, + (1 — wp)tn, Yn > 1. Then

lzn =2l < wnllSzn = 2[| + (1 —wn)lltn — 2|

< wnllen =2l + (1 = wn) ||z — 2|

[2n — =]

Furthermore, by (3.16), we have

|1 =2 < anllu— 2]+ Ballon — 2l + Yallzn — 2|
< anflu—=z| + Bullzn — 2| + Yllon — 2
= anllu—z[[+ 1 - an)llzn — 2]
< max {Jle — Il Ju - 211},

which by induction implies that {z,} is bounded. So also is {z,}. By Lemma 2.1 (ii)
and (iii), we get

”-Tn-i-l_Z”2 = Han(u_z)+Bn(xn_z)+7n(zn_z)uz

< H/Bn@n_z)"'%m(zn_Z)||2+2an<u_2';$n+1 - z)

= 6n(5n+7n)”xn7Z||2+7n(ﬁn+7n)||znfz“2
—Brnllzn — Ta||® 4+ 200 (u — 2, 2011 — 2)

< ﬁn(5n+7n)”xn_Z||2+'Vn(ﬁn+7n>”xn _Z”2
—BuYnllzn — To||* 4 200 (u — 2, 2011 — 2)

= (6n+'7n)2||xn_z||2 = BnYnllzn _mn||2
+20,(u — 2, Tpty — 2)

< (1_an)|‘xn_z||2_ﬁn'yn‘lzn_mn||2

2, (u — 2, Tpi1 — 2). (3.17)

We now distinguish two cases.
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Case 1. Suppose that there exists ng € N such that {||x, —z||};%,,, is nonincreasing.
Then {||z,, — 2|}, converges and ||z,, — z||> — ||#n+1 — 2||*> = 0, n — oo. By the
boundedness of {x,}, we have from (3.17) that

Brynllzn = wall® < llan = 201 = l@nts = 2l* + an M, (3.18)

for some M > 0. By Condition (c), we have that

lim ||z, — z,| = 0.
n—00
Observe that
mn-ﬁ—l — Tn = apl + ann + ’Ynzn - (anxn + ﬁnxn + ’Ynxn)

an(u—n) + Yn(zn — Tn)-
This implies that

[#n+1 = @nll < anllu = znll +Ynllzn — 20l = 0, n = oo.
Also,

[2nt1 = 2nll < [l2nt1 = zall + lzn — 20l = 0, n = occ.

By (3.16), we have

s — 22 < anllu— 2l + Ballen — 22 + Yallza — I
< an||u—z||2+ﬂonn—2H2+’yn(wn||5xn—zHQ
(1= wn)lltn - 2I1?)
< anllu— 2|2 + Ballzn — 212 + wnyallen — 211
F (1 = w)lltn — ]2
Thus,
=22 < ———[anlu— 2] + Ballzn — 2
’Vn(l_wn)
twntallen = 22 = lonin - 2]2]. (3.19)

Using (3.19) in (3.10), we have
(1= )2 = gall® < llzm — 21 = 1t — 211

1
j e = 2|* +

V(1 — wy,
T LY
'Yn(l _wn)

Qo

< lan =l - =)

lu — 2|2
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1—a, 1

= ”xn—Z”Q_ $n+1_2|2
ol — 22

'Yn(l _wn)

1 { 2 2

= ————{llen = 21 = 1241 - 2]

’Yn(l _wn)

L[ TN _ 2}
+ R lu = 2||* = |lzn — 2]

This implies that
|2n — ynll = 0, n — cc.
Similarly, by (3.19) and (3.10), we can show that

|y — tnll = 0, n — occ.

Hence,

[2n = tall < llzn = ynll + llyn — tall = 0, n — oo
Now,

Iz — tull < llTn — tnll + |2n — 20l = 0, n — co.

From z, = w, Sz, + (1 — wy,)t,, we get

1
1Szy — tull = — |20 — tal| = 0, n — 0.
Wn,

Furthermore,
|zn — Sxn|| < ||Szn — tal| + ||€n — tal] = 0, n — oco. (3.20)

Since {z,, } is bounded, it has a subsequence {z,, } such that {z,,, } converges weakly to

some w € H and limsup(u—z, z—x,) = lim (u—2,2—x,,). Following the method of
n—00 J—0
proof in Theorem 3.3, we can show that w € I'. Also, by the demiclosedness principle

of I — S and (3.20), we have that w € F(S). Hence, w € F(S)NT. Consequently,

limsup(u — 2,2 —x,) = lim (u—2,2—1x,,)
n—o0 J—0
= (u—z,z—w)
> 0.
Since ||zp41 — Znl| = 0, n — oo, we have that

limsup(u — 2z, &1 — 2) < 0.
n— o0

From (3.17) we have
|Zni1 — 2|12 < (1= ap)||zn — 2]|* + 200 (v — 2, 241 — 2). (3.21)
Using Lemma 2.2 in (3.21), we obtain lim ||z,, — z|| = 0. Thus, z,, — z,n — oo.
n—oo

Case 2. Assume that {||z, — z||} is not monotonically decreasing sequence. Set
I, = ||zn — z||* and let 7 : N — N be a mapping for all n > ng (for some ng large
enough)by

7(n) :=max{k e N: k <n,T'y <Tgi1}.
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Clearly, 7 is a non decreasing sequence such that 7(n) — oo as n — oo and
0< FT(TL) < I“r(n)—i—bvn > ng.

This implies that [z, (,) — 2| < ||#-(n)41 — 2], ¥ > ng. Thus nli_>n30||x7(n) — z|| exists.
By using similar arguments as in Case 1, we obtain
Z7(n) = Yrmll = 0, n = 00, [Yyr(n) — trmyll = 0, n — oo
and
|Z+(n)+1 — Zr(m)ll = 0, 7 — oo0.
Since {z(»)} is bounded, there exists a subsequence of {x,(,)}, still denoted by
{2+ (ny} which converges weakly to w. Observe that since nli_>11010||m7(n) — Y-l =0, we

also have y,(,) — w. By similar argument in Case 1, we can show that w € F(S)NT
and

limsup(u — 2,2 — Z;(,)) > 0.
n—oo

Since |27 (n)41 — Zrmyl| = 0, n — 0o and limsup(u — 2,2 — x+(,)) > 0, we can show
n—oo
that

limsup(u — 2, 27 ()41 — 2) < 0.
n—oo

By (3.17), we have
7)1 = 2l1* < (1 = arg)llermy = 2lI* + 207y (u = 2, 27my+1 = 2),
which implies that (noting that I'; () < I';(py41 and aq(,) > 0)
[2r(ny = 201* < {u = 2,2 ()1 — 2)-

This implies that
lim sup||z () — 2| < 0.
n—oo

Thus,
Jim [l () — 2] = 0.
and
nll_>ngo|‘x‘r(n)+1 —z[|=0.
Therefore,

Ji Priay = Jig Priay 12 =0

Furthermore, for n > no, it is easy to see that I'.(,y < I'z(py41 if n # 7(n) (that is
T(n) < n), because I'; > T'j14 for 7(n) + 1 < j < n. As a consequence, we obtain for
all n > ng,
0<T, <max{Tr(n),Crny1} = Crny41-
Hence, limT',, = 0, that is, lim ||z, — z|| = 0. Hence, {x,} converges strongly to z.
n—oo

This completes the proof.
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4. APPLICATIONS

Let A be monotone operator on a real Hilbert space H. Define
ATH0):={xr € H: Az = 0}.

Then we have that A=1(0) C T, where T is the set of solution of the variational
inequality (1.2) and Py = I, where I is the identity mapping. Using Algorithm 4.1
and Theorem 3.7, we give the following application in a real Hilbert space.
Theorem 4.1. Let H be a real Hilbert space. Let A be a Lipschitz continuous
monotone mapping of H into itself and let S be a quasi-nonerpansive mapping of H
into itself such that F(S)NA~Y(0) # 0 and I — S is demiclosed. Given p € (0,1), p €
(0,1). Let {an o2, {Bnto2q, {5, and {wn}22, be real sequences in (0,1) such
that oy, + Bn + vn = 1. For an arbitrary but fited u € H and x1 € H, let {z,} be a
sequence generated by the following algorithm:
Algorithm 5.1.
Step 1. Compute
Yn = Tp — AnAxnv Vn > 1,
where \, = p'» and l,, is the smallest non-negative integer 1 such that
)‘nHAxn - Ayn” < MHxn — Yl
Step 2. Compute
Tl = Qpt + BnZn + Y (wWn STy + (1 — wp) (@ — ApAyn)), n > 1. (4.1)

Setn < n+1 and go to Step 1.
Assume that

(a) nh_{roloan =0;

(b) 3 an = o0
n=1

(c) B> €1 >0, v > €2 > 0;
Then the sequences {x,}2, and {yn}>2, generated by Algorithm 5.1 strongly con-
verge to z € I', where z = Pp(s)na-1(0)U-
Let B : H — 28 be a maximal monotone mapping and let JP be the resolvent of B
for each r > 0. We know that F(JP) = B~(0) := {x € H : 0 € Bx}.
Theorem 4.2. Let H be a real Hilbert space. Let A be a Lipschitz continuous
monotone mapping of H into itself and let B : H — 28 be a mazimal monotone
mapping such that A=1(0) N A=1(0) # 0. Given p € (0,1), p,w € (0,1) and let JP
be the resolvent of B for each r > 0. Let {on }52 1, {Bn}oq, {2, and {w,}02 be
real sequences in (0,1) such that o, + B + v = 1. For an arbitrary but fized v € H
and x1 € H, let {x,} be a sequence generated by the following algorithm:
Algorithm 6.1.
Step 1. Compute

Yn = Ty — >\nA37717 Vn > 1,

where \,, = p'» and l,, is the smallest non-negative integer | such that

Al Ay — Ayl < pllzn — yul|
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Step 2. Compute
Tntl = Qpth + Bnn + 'yn(wnJern + (1 —wn)(@n — AAyn)), n>1. (4.2)

Setn <+ n+1 and go to Step 1.
Assume that

(a) nl;n;oan =0;

(b) i::l o, = 005

(C)Bn261>0a 7n2€2>0f

Then the sequences {x,}2, and {y,}2, generated by Algorithm 6.1 strongly con-
verge to z € I', where z = Pp-1(09)na-1(0)U-

Remark 4.3. (i) We remark here that even though the operator A : H — H
is Lipschitz continuous monotone in this paper, the Lipschitz constant of A is not
needed as an input parameter in our algorithms.

(ii) Our results carry over for the case when S is a S-demicontractive mapping on
a real Hilbert space H with F(S) # 0 (i.e., there exists 8 € [0,1) such that

ISz = qll* < [l — gl + Bllz — Sx|*,Va € H, q € F(S)).

It is known that if S is a S-demicontractive mapping on a real Hilbert space H with
F(S) # 0 and S, := (1 — w)I + wS for w € (0,1], then S, is quasi-nonexpansive
mapping and F(S) = F(S,), where w € (0,1 — ) (e.g., see [23]).

5. FINAL REMARKS

In this paper, we proposed two Halpern type subgradient extragradient methods
for solving variational inequality and fixed point problem for quasi-nonexpansive map-
ping and the underline monotone operator is Lipschitz continuous but the Lipschitz
constant is unknown. Furthermore, we established strong convergence results for the
two methods and we do not need the Lipschitz constant of A as an input param-
eter. Our results in this paper complement the result in [30]. Also, we note that
in order to find A, you have to update right-hand side in (3.1) and (3.15) which is
Tpin (Tn) = 2n — Po(rn — Ay Azy,). Every update requires one more projection onto C'
and you have to perform exactly [,, updates. This is a drawback of our result. In our
future research, we shall propose an algorithm that converges strongly to a solution
of a continuous monotone variational inequality in which the update of the inner loop
requires only computation of A in infinite dimensional Hilbert spaces. Moreover, in
the future, we shall designing new algorithms including inexact or perturbed methods
as well as inertial-type extrapolation for the problems considered in this paper.
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