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#### Abstract

This paper deals with a strong convergence theorem for an iterative method for approximating a common solution to a split equality monotone variational inclusion problem, a split equality generalized general variational-like inequality problem and a split equality fixed point problem for quasi-nonexpansive mappings in real Hilbert spaces. Some consequences are derived from the main result. Finally, we give a numerical example to justify the main result. The main result extends and unifies some recent known results in the literature. Key Words and Phrases:Split equality monotone variational inclusion problem, split equality generalized general variational-like inequality problem, split equality fixed point problem, iterative method. 2010 Mathematics Subject Classification: 47H09, 47J05, 47J25, 49J40.


## 1. Introduction

Let $H_{1}, H_{2}$ and $H_{3}$ be real Hilbert spaces, let $C \subseteq H_{1}$ and $Q \subseteq H_{2}$ be nonempty closed convex sets. We denote the inner product and norm of $H_{1}, H_{2}$ and $H_{3}$ by notations $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$. The split feasibility problem (in short, $\mathrm{S}_{\mathrm{p}} \mathrm{FP}$ ) is to find a point

$$
\begin{equation*}
\bar{x} \in C \text { such that } A \bar{x} \in Q, \tag{1.1}
\end{equation*}
$$

where $A: H_{1} \rightarrow H_{2}$ is a bounded linear operator. The $\mathrm{S}_{\mathrm{p}} \mathrm{FP}(1.1)$ in finite dimensional Hilbert space was introduced by Censor and Elfving [7] for modeling inverse problem which arise from retrievals and in medical image reconstruction [5]. Since then various iterative methods have been proposed to solve $\mathrm{S}_{\mathrm{p}} \mathrm{FP}(1.1)$; see for instance [1, 4, 10, 27].
Recently, Moudafi [20] introduced and studied the following split equality problem which is a natural generalization of $S_{p} \mathrm{FP}(1.1)$ : find

$$
\begin{equation*}
\bar{x} \in C, \bar{y} \in Q \text { such that } A \bar{x}=B \bar{y} \tag{1.2}
\end{equation*}
$$

where $A: H_{1} \rightarrow H_{3}, B: H_{2} \rightarrow H_{3}$ are two bounded linear operators. For related work, see $[21,16]$. Note that the problem (1.2) reduces to problem (1.1) if $H_{2}=H_{3}$ and $B=I$, where $I$ stands for the identity operator on $H_{2}$, in (1.2).

Further, Moudafi [22] introduced and studied the following split equality fixed point problem (in short, $\mathrm{S}_{\mathrm{p}} \mathrm{EFPP}$ ): find $(\bar{x}, \bar{y}) \in C \times Q$ such that

$$
\begin{equation*}
\bar{x} \in \operatorname{Fix}(S), \bar{y} \in \operatorname{Fix}(T) \text { and } A \bar{x}=B \bar{y} \tag{1.3}
\end{equation*}
$$

where $S: C \rightarrow C$ and $T: Q \rightarrow Q$ be nonlinear mappings and $\operatorname{Fix}(S):=\{x \in$ $C: S x=x\}$. The solution set of $S_{\mathrm{p}} \operatorname{EFPP}(1.3)$ is denoted by $\Theta$. We note as given in Zhao et al. [30] (see also Dong et al. [11], Moudafi [22]) that $\operatorname{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$ and related problems allow asymmetric and partial relations between the variables $x$ and $y$. The interest is to cover many situations, for instance in decomposition methods for partial differential equations, applications in game theory and in intensity-modulated radiation therapy (in short, IMRT). In decision sciences, this allows consideration of agents that interplay only via some components of their decision variables (see, [2]). In (IMRT), this amounts to envisage a weak coupling between the vector of doses absorbed in all voxels and that of the radiation intensity (see, [8]).

Recently, Zhao [29] introduced and studied a simultaneous iterative method and proved a weak convergence theorem for $\mathrm{S}_{\mathrm{p}} \mathrm{EFPP}$ (1.3) for quasi-nonexpansive operators. For further related work, see Zhao et al. [30] and Dong et al. [11].

It is well known that the theory of variational inequalities plays an important role in optimization, economics and engineering sciences. Because of its vast range applicability, various extensions and generalizations of variational inequality problems have been made and analyzed in various directions for past several years. One of the important generalizations is variational-like inequality problem introduced by Parida et al. [25] which has applications in optimization.

In 2006, Preda et al. [26] introduced and studied the general variational-like inequality problem (in, short GVLIP) of finding $\bar{x} \in C$ such that

$$
\begin{equation*}
F(x, \bar{x} ; \bar{x}) \geq 0, \forall x \in C \tag{1.4}
\end{equation*}
$$

which has applications in mathematical and equilibrium programming, see for example [28].
Very recently, Kazmi and Ali [15] introduced the generalized general variational-like inequality problem (in, short GGVLIP) which is to find $\bar{x} \in C$ such that

$$
\begin{equation*}
F(x, \bar{x} ; \bar{x})+\phi(x, \bar{x})-\phi(\bar{x}, \bar{x}) \geq 0, \forall x \in C \tag{1.5}
\end{equation*}
$$

They proved an existence theorem for GGVLIP(1.5) and proved strong convergence theorem for an iterative method for approximating a common solution to a system of GGVLIPs and a common fixed point problem in Banach space.

If we set $F(x, \bar{x} ; \bar{x})=\left\langle f \bar{x}+g \bar{x}, \eta_{1}(x, \bar{x})\right\rangle$ where $f, g: C \rightarrow H_{1}$ and $\eta_{1}: C \times C \rightarrow H_{1}$ then GGVLIP(1.5) is reduced to the mixed variational-like inequality problem introduced and studied by Noor [23].

Further, if we set $F(x, \bar{x} ; \bar{x})=\left\langle f \bar{x}, \eta_{1}(x, \bar{x})\right\rangle$ where $f: C \rightarrow H_{1}$ and $\eta_{1}: C \times C \rightarrow H_{1}$ and $\phi=0$, then $\operatorname{GGVLIP}(1.5)$ is reduced to the variational-like inequality problem of finding $\bar{x} \in C$ such that

$$
\left\langle f \bar{x}, \eta_{1}(x, \bar{x})\right\rangle \geq 0, \quad \forall x \in C
$$

introduced and studied by Parida et al. [25], which has applications in mathematical programming problems.

Moreover if $\eta_{1}(x, \bar{x})=x-\bar{x}$ for all $x, \bar{x} \in C$, then variational-like inequality problem is reduced to the classical variational inequality problem of finding $\bar{x} \in C$ such that

$$
\langle f \bar{x}, x-\bar{x}\rangle \geq 0, \forall x \in C
$$

introduced and studied by Hartman and Stampacchia [12].
In this paper, we introduce the following split equality generalized general variational-like inequality problem (in short, $\mathrm{S}_{\mathrm{p}}$ EGGVLIP) which is an extension of $\operatorname{GGVLIP}(1.5):$ find $\bar{x} \in C$ and $\bar{y} \in Q$ such that

$$
\begin{array}{r}
F(x, \bar{x} ; \bar{x})+\phi(x, \bar{x})-\phi(\bar{x}, \bar{x}) \geq 0, \forall x \in C \\
G(y, \bar{y} ; \bar{y})+\psi(y, \bar{y})-\psi(\bar{y}, \bar{y}) \geq 0, \forall y \in Q  \tag{1.7}\\
\text { and } A \bar{x}=B \bar{y}
\end{array}
$$

where $F: C \times C \times C \rightarrow \mathbb{R}$ and $G: Q \times Q \times Q \rightarrow \mathbb{R}$ are trifunctions. When looked separately, (1.6) is GGVLIP and its solution set is denoted by $\operatorname{Sol}(\operatorname{GGVLIP}(1.6))$. Solution set of $\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ is denoted by $\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)\right)=\{(\bar{x}, \bar{y}) \in$ $C \times Q: \bar{x} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.6)), \bar{y} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.7))$
and $A \bar{x}=B \bar{y}\}$.
If we set $\phi, \psi=0 ; H_{1}=\mathbb{R}^{n}, H_{2}=\mathbb{R}^{m}, H_{3}=\mathbb{R}^{k} ; F(x, \bar{x} ; \bar{x})=\left\langle\nabla f \bar{x}, \eta_{1}(x, \bar{x})\right\rangle$ and $G(y, \bar{y} ; \bar{y})=\left\langle\nabla g \bar{y}, \eta_{2}(y, \bar{y})\right\rangle$ where $\eta_{1}: C \times C \rightarrow \mathbb{R}^{n}, \eta_{2}: Q \times Q \rightarrow \mathbb{R}^{m}$ are continuous, and $f: C \rightarrow \mathbb{R}^{n}$ and $g: Q \rightarrow \mathbb{R}^{m}$ are differentiable and respectively, $\eta_{1^{-}}$and $\eta_{2}$-convex [25], then $\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)$-(1.7) is reduced to the following new mathematical programming problem:

$$
\begin{array}{r}
\min _{\bar{x} \in C} f(\bar{x}), \\
\min _{\bar{y} \in Q} g(\bar{y}),  \tag{1.8}\\
\text { and } A \bar{x}=B \bar{y} .
\end{array}
$$

Further, we consider the following split equality monotone variational inclusion problem (in short, $\mathrm{S}_{\mathrm{p}}$ EMVIP): find $\bar{x} \in H_{1}, \bar{y} \in H_{2}$ such that

$$
\begin{align*}
& 0 \in U(\bar{x})+M(\bar{x}),  \tag{1.9}\\
& 0 \in V(\bar{y})+N(\bar{y}),  \tag{1.10}\\
& \quad \text { and } A \bar{x}=B \bar{y},
\end{align*}
$$

where $M: H_{1} \rightarrow 2^{H_{1}}$ and $N: H_{2} \rightarrow 2^{H_{2}}$ are multi-valued maximal monotone mappings. When looked separately, (1.9) is called monotone variational inclusion
problem (in short, MVIP) and its solution set is denoted by $\operatorname{Sol}(M V I P(1.9))$. Solution set of $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)$ is denoted by $\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)\right)$.

If we set $U=0$ and $V=0$, then $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)$ is reduced to the following problem: find $\bar{x} \in H_{1}$ and $\bar{y} \in H_{2}$ such that

$$
\begin{array}{r}
0 \in M(\bar{x}), \\
0 \in N(\bar{y}),  \tag{1.12}\\
\text { and } A \bar{x}=B \bar{y} .
\end{array}
$$

Problem (1.11)-(1.12) is called the split equality null point problem (in short, $\left.\mathrm{S}_{\mathrm{p}} \mathrm{ENPP}\right)$. Solution set of $\mathrm{S}_{\mathrm{p}} \operatorname{ENPP}(1.11)-(1.12)$ is denoted by $\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{ENPP}(1.11)\right.$ (1.12)). $\mathrm{S}_{\mathrm{p}} \operatorname{ENPP}(1.11)-(1.12)$ generalizes split null point problem (in short, $\mathrm{S}_{\mathrm{p}} \mathrm{NPP}$ ) studied by $[6,14]$.

Also, $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)$-(1.10) is a natural generalization of split monotone variational inclusion problem (in short, $\mathrm{S}_{\mathrm{p}}$ MVIP) given by Moudafi [19]. Moudafi [19] proved a weak convergence theorem for solving $\mathrm{S}_{\mathrm{p}}$ MVIP. It is worth to mention that the weak and strong convergence are different in setting of general Hilbert spaces and in the most cases, strong convergence is more desirable than weak convergence. However, there is a very little progress in strong convergence results for iterative methods for solving $\mathrm{S}_{\mathrm{p}}$ MVIP. Therefore, to prove a strong convergence theorem for finding a common solution to $S_{p} \operatorname{EMVIP}(1.9)$-(1.10) (a more general problem than $S_{p}$ MVIP), $\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$ is the main interest of this paper.

Motivated by the ongoing work in this direction, we propose and analyze an iterative method for solving $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10), \mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$ and prove a strong convergence theorem for the proposed iterative algorithm to approximate a common solution to $S_{p} \operatorname{EMVIP}(1.9)-(1.10), S_{p} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$. Further, we derive some consequences from the main result. Finally, we give a numerical example to justify the main result. The result presented here extends and unifies some known results in the literature, see for instance, [29].

## 2. Preliminaries

Throughout the paper, we denote the strong and weak convergence of a sequence $\left\{x_{n}\right\}$ to a point $x \in X$ by $x_{n} \rightarrow x$ and $x_{n} \rightharpoonup x$, respectively. For every point $x \in H_{1}$, there exists a unique nearest point of $C$, denoted by $P_{C} x$, such that $\left\|x-P_{C} x\right\| \leq$ $\|x-y\|, \forall y \in C$. The mapping $P_{C}$ is called the metric projection from $H_{1}$ onto $C$. It is well known that $P_{C}$ is a firmly nonexpansive mapping from $H_{1}$ to $C$, i.e.,

$$
\left\|P_{C} x-P_{C} y\right\|^{2} \leq\left\langle P_{C} x-P_{C} y, x-y\right\rangle, \forall x, y \in H_{1}
$$

Further, for any $x \in H_{1}$ and $z \in C, z=P_{C} x$ if and only if

$$
\begin{equation*}
\langle x-z, z-y\rangle \geq 0, \forall y \in C \tag{2.1}
\end{equation*}
$$

Definition 2.1. A mapping $S: H_{1} \rightarrow H_{1}$ is said to be
(i) nonexpansive, if

$$
\|S x-S y\| \leq\|x-y\|, \forall x \in H_{1}, y \in H_{1}
$$

(ii) quasi-nonexpansive, if

$$
\|S x-S q\| \leq\|x-q\|, \forall x \in H_{1}, \quad q \in \operatorname{Fix}(S)
$$

(iii) firmly quasi-nonexpansive, if

$$
\left.\|S x-q\|^{2} \leq\|x-q\|^{2}-\|x-S x\|^{2}, \forall x \in H_{1}, q \in \operatorname{Fix}(S)\right)
$$

Lemma 2.1. [Corollary 4.15 [3]] Let $C \subset H_{1}$ be a nonempty, closed and convex set and let $S: C \rightarrow H_{1}$ be a nonexpansive mapping. Then $\operatorname{Fix}(S)$ is closed and convex.

Lemma 2.2. [18] Let $S: H_{1} \rightarrow H_{1}$ be quasi-nonexpansive mapping. Set $S_{\beta}=$ $\beta I+(1-\beta) S$, for $\beta \in[0,1)$. Then the following properties are reached for all $x \in$ $H_{1}, q \in \operatorname{Fix}(S):$
(i) $\langle x-S x, x-q\rangle \geq \frac{1}{2}\|x-S x\|^{2}$ and $\langle x-S x, q-S x\rangle \leq \frac{1}{2}\|x-S x\|^{2}$;
(ii) $\left\|S_{\beta} x-q\right\|^{2} \leq\|x-q\|^{2}-\beta(1-\beta)\|S x-x\|^{2}$;
(iii) $\left\langle x-S_{\beta} x, x-q\right\rangle \geq \frac{1-\beta}{2}\|x-S x\|^{2}$.

Remark 2.1. [18] Let $S_{\beta}=\beta I+(1-\beta) S$, where $S: H_{1} \rightarrow H_{1}$ is a quasi-nonexpansive mapping and $\beta \in[0,1)$. We have $\operatorname{Fix}\left(S_{\beta}\right)=\operatorname{Fix}(S)$ and

$$
\left\|S_{\beta} x-x\right\|^{2}=(1-\beta)^{2}\|S x-x\|^{2}
$$

It follows from (ii) of Lemma 2.2 that

$$
\left\|S_{\beta} x-q\right\|^{2}=\|x-q\|^{2}-\frac{\beta}{1-\beta}\left\|S_{\beta} x-x\right\|^{2}
$$

which implies that $S_{\beta}$ is firmly nonexpansive when $\beta=\frac{1}{2}$. On the other hand, if $\widehat{S}$ is a firmly quasi-nonexpansive mapping, we can easily obtain $\widehat{S}=\frac{1}{2} I+\frac{1}{2} S$, where $S$ is quasi-nonexpansive.

Definition 2.2. A mapping $U: H_{1} \rightarrow H_{1}$ is said to be
(i) monotone, if $\langle U x-U y, x-y\rangle \geq 0, \forall x, y \in H_{1}$;
(ii) strongly monotone, if there exists a constant $\beta>0$ such that

$$
\langle U x-U y, x-y\rangle \geq \beta\|x-y\|^{2}, \forall x, y \in H_{1}
$$

(iii) $\beta$-inverse strongly monotone, if there exists a constant $\beta>0$ such that

$$
\langle U x-U y, x-y\rangle \geq \beta\|U x-U y\|^{2}, \forall x, y \in H_{1}
$$

Definition 2.3. A multi-valued mapping $M: H_{1} \rightarrow 2^{H_{1}}$ is called monotone if for all $x, y \in H_{1}, u \in M x$ and $v \in M y$ such that

$$
\langle x-y, u-v\rangle \geq 0
$$

Definition 2.4. A monotone mapping $M: H_{1} \rightarrow 2^{H_{1}}$ is maximal if the

$$
\operatorname{Graph}(M):=\left\{(x, y): x \in H_{1}, y \in M(x)\right\}
$$

is not properly contained in the graph of any other monotone mapping.

It is known that a monotone mapping $M$ is maximal if and only if for $(x, u) \in$ $H_{1} \times H_{1},\langle x-y, u-v\rangle \geq 0$, for every $(y, v) \in \operatorname{Graph}(M)$ implies that $u \in M x$.

Let $A$ be a monotone mapping of $C$ into $H_{1}$ and $N_{C} v$ the normal cone to $C$ at $v \in C$, i.e.,

$$
N_{C} v=\left\{w \in H_{1}:\langle v-u, w\rangle \geq 0, \forall u \in C\right\}
$$

and define a mapping $M$ on $C$ by

$$
M v= \begin{cases}A v+N_{C} v, & v \in C \\ \emptyset, & v \notin C\end{cases}
$$

then $M$ is maximal monotone and $0 \in M v$ if and only if $\langle A v, u-v\rangle \geq 0$ for all $u \in C$.
Definition 2.5. Let $M: H_{1} \rightarrow 2^{H_{1}}$ be a multi-valued maximal monotone mapping. Then, the resolvent mapping $J_{\lambda}^{M}: H_{1} \rightarrow H_{1}$ associated with $M$, is defined by

$$
J_{\lambda}^{M}(x):=(I+\lambda M)^{-1}(x), \forall x \in H_{1}
$$

Remark 2.2. (i) For all $\lambda>0$, the resolvent operator $J_{\lambda}^{M}$ is single-valued and firmly nonexpansive.
(ii) If we take $M=\partial I_{C}$, the subdifferential of the indicator function $I_{C}$ of $C$, where $I_{C}$ is defined by

$$
I_{C}(x)= \begin{cases}0, & x \in C \\ +\infty, & x \notin C\end{cases}
$$

then

$$
y=J_{\lambda}^{\partial I_{C}}(x)=\left(I+\lambda \partial I_{C}\right)^{-1} x \Leftrightarrow y=P_{C} x
$$

(iii) It is easy to see that $I_{C}$ is a proper and lower semicontinuous convex function on $H_{1}$ and the subdifferential $\partial I_{C}$ of the indicator function $I_{C}$ is maximal monotone.

Assumption 2.1. Let $F$ and $\phi$ satisfy the following conditions:
(i) $F(x, y ; z)=0$ if $x=y$ for any $x, y, z \in C$;
(ii) $F$ is generalized relaxed $\alpha$-monotone, i.e., for any $x, y \in C$ and $t \in(0,1]$, we have

$$
F(y, x ; y)-F(y, x ; x) \geq \alpha(x, y)
$$

where $\alpha: H_{1} \times H_{1} \rightarrow \mathbb{R}$ such that

$$
\lim _{t \rightarrow 0} \frac{\alpha(x, t y+(1-t) x)}{t}=0
$$

(iii) $F(y, x ; \cdot)$ is hemicontinuous for any fixed $x, y \in C$;
(iv) $F(\cdot, x ; z)$ is convex and lower semicontinuous for any fixed $x, y \in C$;
(v) $F(x, y ; z)+F(y, x ; z)=0$ for any $x, y, z \in C$;
(vi) $\phi(\cdot, \cdot)$ is weakly continuous and $\phi(\cdot, y)$ is convex for any fixed $y \in C$;
(vii) $\phi$ is skew-symmetric, i.e., $\phi(x, x)-\phi(x, y)+\phi(y, y)-\phi(y, x) \geq 0, \forall x, y \in C$.

For a given $r \geq 0$, define a mapping $T_{r}^{F}: H_{1} \rightarrow C$ as follows:

$$
\begin{gather*}
T_{r}^{F}(x)=\left\{z \in C: F(y, z ; z)+\frac{1}{r}\langle y-z, z-x\rangle+\phi(z, y)-\phi(z, z) \geq 0, \forall y \in C\right\} \\
\forall x \in H_{1} \tag{2.2}
\end{gather*}
$$

The following lemma is a special case of Lemma 3.1-3.3 due to [15] in real Hilbert space.
Lemma 2.3. [15] Assume that $F: C \times C \times C \rightarrow \mathbb{R}$ and $\phi: C \times C \rightarrow \mathbb{R}$ satisfy Assumption 2.1. Suppose the mapping $T_{r}^{F}: H_{1} \rightarrow C$ be defined as in (2.2). Then the following holds:
(i) $T_{r}^{F}(x) \neq \emptyset$ for each $x \in H_{1}$;
(ii) $T_{r}^{F}$ is single valued;
(iii) $T_{r}^{F}$ is firmly nonexpansive, i.e.,

$$
\left\|T_{r}^{F} x-T_{r}^{F} y\right\|^{2} \leq\left\langle T_{r}^{F} x-T_{r}^{F} y, x-y\right\rangle, \forall x, y \in H_{1}
$$

(iv) $\operatorname{Fix}\left(T_{r}^{F}\right)=\operatorname{Sol}(\operatorname{GGVLIP}(1.6))$;
(v) $\operatorname{Sol}(\operatorname{GGVLIP}(1.6))$ is closed and convex.

Assume that $G: Q \times Q \times Q \rightarrow \mathbb{R}, \psi: Q \times Q \rightarrow \mathbb{R}$ satisfy Assumption 2.1. For $s \geq 0$ and $u \in H_{2}$, define a mapping $T_{s}^{G}: H_{2} \rightarrow Q$ as follows

$$
\begin{equation*}
T_{s}^{G} u=\left\{v \in Q: G(w, v ; v)+\psi(w, v)-\psi(v, v)+\frac{1}{s}\langle w-v, v-u\rangle \geq 0, \forall w \in Q\right\} \tag{2.3}
\end{equation*}
$$

Then it follows from Lemma 2.3 that $T_{s}^{G}$ satisfies (i)-(v) of Lemma 2.3, and

$$
\operatorname{Fix}\left(T_{s}^{G}\right)=\operatorname{Sol}(\operatorname{GGVLIP}(1.7))
$$

Definition 2.6. Let $H_{1}$ be a real Hilbert space. A mapping $S: H_{1} \rightarrow H_{1}$ is said to be:
(i) demiclosed at origin if, for any sequence $\left\{x_{n}\right\} \subset H_{1}$ with $x_{n} \rightharpoonup \bar{x}$ and if the sequence $\left\{S x_{n}\right\}$ strongly converges to $x^{*}$, we have $S \bar{x}=x^{*}$;
(ii) semi-compact if, for any bounded sequence $\left\{x_{n}\right\} \subset H_{1}$ with $\left\|x_{n}-S x_{n}\right\| \rightarrow 0$, there exists a subsequence $\left\{x_{n_{i}}\right\} \subset\left\{x_{n}\right\}$ such that $\left\{x_{n_{i}}\right\}$ converges strongly to a point $\bar{x} \in H_{1}$;
(iii) weakly continuous at $x$ if for any sequence $\left\{x_{n}\right\}$ which converges weakly to $x$, the sequence $\left\{S x_{n}\right\}$ converges weakly to $S x$.

Lemma 2.4. [17]
(i) For all $x, y \in H_{1}$, we have

$$
\begin{equation*}
\|x-y\|^{2}=\|x\|^{2}-\|y\|^{2}-2\langle x-y, y\rangle \tag{2.4}
\end{equation*}
$$

(ii) For any $x, y \in H_{1}$, we have

$$
\begin{equation*}
2\langle x, y\rangle=\|x\|^{2}+\|y\|^{2}-\|x-y\|^{2}=\|x+y\|^{2}-\|x\|^{2}-\|y\|^{2}, \forall x, y \in H_{1} \tag{2.5}
\end{equation*}
$$

Lemma 2.5. [24] (Opial's lemma) Let $H_{1}$ be a Hilbert space and $\left\{\mu_{n}\right\}$ be a sequence in $H_{1}$ such that there exists a nonempty set $W \subset H_{1}$ satisfying:
(i) For every $\mu^{*} \in W, \lim _{n \rightarrow \infty}\left\|\mu_{n}-\mu^{*}\right\|$ exists.
(ii) Any weak-cluster point of the sequence $\left\{\mu_{n}\right\}$ belongs to $W$;

Then there exists $\mu^{*} \in W$ such that $\left\{\mu_{n}\right\}$ weakly converges to $\mu^{*}$.

## 3. Main Results

We prove a strong convergence theorem to approximate a common solution to $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10), \mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$ for quasinonexpansive mappings by selecting the step size in such a way that the implementation of the algorithm does not require the calculation or estimation of the operator norms.

Theorem 3.1. Let $H_{1}, H_{2}$ and $H_{3}$ be real Hilbert spaces, $C \subseteq H_{1}$ and $Q \subseteq H_{2}$ be nonempty closed and convex sets. Assume that $F: C \times C \times C \rightarrow \mathbb{R}, G: Q \times Q \times Q \rightarrow \mathbb{R}$ are trifunctions and $\phi: C \times C \rightarrow \mathbb{R}, \psi: Q \times Q \rightarrow \mathbb{R}$ are bifunctions satisfying Assumption 2.1 with $F(x, \cdot ; x)$ and $G(y, \cdot ; y)$ are weakly continuous, and let $A: H_{1} \rightarrow$ $H_{3}, B: H_{2} \rightarrow H_{3}$ be two bounded linear operators. Let $U: C \rightarrow H_{1}$ be an $\sigma$-inverse strongly monotone mapping and let $M: H_{1} \rightarrow 2^{H_{1}}$ be a maximal monotone mapping. Let $V: Q \rightarrow H_{2}$ be an $\beta$-inverse strongly monotone mapping and let $N: H_{2} \rightarrow 2^{H_{2}}$ be a maximal monotone mapping. Let $\left(x_{1}, y_{1}\right) \in C \times Q$ be given and the iteration sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ be generated by the scheme:

$$
\left\{\begin{align*}
& F\left(u, u_{n} ; u_{n}\right)+\phi\left(u, u_{n}\right)-\phi\left(u_{n}, u_{n}\right)  \tag{3.1}\\
&+\frac{1}{s_{n}}\left\langle u-u_{n}, u_{n}-J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right)\right\rangle \geq 0, \forall u \in C \\
& G\left(v, v_{n} ; v_{n}\right)+\psi\left(v, v_{n}\right)-\psi\left(v_{n}, v_{n}\right) \\
&+\frac{1}{s_{n}}\left\langle v-v_{n}, v_{n}-J_{r_{n}}^{N}\left(y_{n}-r_{n} V y_{n}\right)\right\rangle \geq 0, \forall v \in Q \\
& z_{n}=P_{C}\left(u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right) \\
& x_{n+1}=\alpha_{n} z_{n}+\left(1-\alpha_{n}\right) S z_{n} \\
& w_{n}=P_{Q}\left(v_{n}+\gamma_{n} B^{*}\left(A u_{n}-B v_{n}\right)\right) \\
& y_{n+1}=\alpha_{n} w_{n}+\left(1-\alpha_{n}\right) T w_{n}
\end{align*}\right.
$$

where $S: C \rightarrow C$ and $T: Q \rightarrow Q$ be quasi-nonexpansive mappings and the step size $\gamma_{n}$ is chosen in such a way that for some $\epsilon>0$,

$$
\begin{equation*}
\gamma_{n} \in\left(\epsilon, \frac{2\left\|A u_{n}-B v_{n}\right\|^{2}}{\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}}-\epsilon\right), n \in \Lambda \tag{3.2}
\end{equation*}
$$

otherwise $\gamma_{n}=\gamma(\gamma \geq 0)$, where the index set $\Lambda=\left\{n: A u_{n}-B v_{n} \neq 0\right\}, \alpha_{n} \subset(\delta, 1-\delta)$ for some small enough $\delta>0$ and $\left\{r_{n}\right\},\left\{s_{n}\right\} \subset(0, \infty)$. Assume that the control sequences $\left\{r_{n}\right\}$ and $\left\{s_{n}\right\}$ satisfy the following conditions:
(i) $0<r \leq r_{n} \leq r^{\prime}<2 \min \{\sigma, \beta\}$;
(ii) $\liminf _{n \rightarrow \infty} s_{n}>0$;
(iii) $S-I$ and $T-I$ are demiclosed at 0 .

If $\Gamma:=\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)\right) \cap \operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)\right) \cap \Theta \neq \emptyset$, then the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges weakly to a point $(\bar{x}, \bar{y})$ of $\Gamma$. In addition if $S$ and $T$ are semi-compact, then $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges strongly to the point $(\bar{x}, \bar{y})$ of $\Gamma$.

Proof. Since the mappings $U: C \rightarrow H_{1}$ and $V: Q \rightarrow H_{2}$ are $\sigma$-inverse strongly monotone and $\beta$-inverse strongly monotone mapping, respectively, and $r_{n} \leq r^{\prime}<$ $2 \min \{\sigma, \beta\}$, then we can easily show that $\left(I-r_{n} U\right)$ and $\left(I-r_{n} V\right)$ are nonexpansive. Hence $J_{r_{n}}^{M}\left(I-r_{n} U\right)$ and $J_{r_{n}}^{N}\left(I-r_{n} V\right)$ are nonexpansive. Since $\Gamma \neq \emptyset$, it follows from Lemma 2.1 that $\operatorname{Fix}\left(J_{r_{n}}^{M}\left(I-r_{n} U\right)\right)=(U+M)^{-1}(0)$ and $\operatorname{Fix}\left(J_{r_{n}}^{N}\left(I-r_{n} V\right)\right)=$ $(V+N)^{-1}(0)$ are closed and convex sets. Further, it follows from Lemma 2.3 that $T_{s_{n}}^{F}$ and $T_{s_{n}}^{G}$ are nonexpansive and hence $\operatorname{Fix}\left(T_{s_{n}}^{F}\right)$ and $\operatorname{Fix}\left(T_{s_{n}}^{G}\right)$ are closed and convex sets. Thus $\Gamma$ is nonempty closed and convex. Let $(x, y) \in \Gamma$, it follows from Lemma 2.3 that $x=T_{s_{n}}^{F} x$ and $y=T_{s_{n}}^{G} y$. Also, we observe that $x=J_{r_{n}}^{M}\left(I-r_{n} U\right) x$ and $y=J_{r_{n}}^{N}\left(I-r_{n} V\right) y$. Since $T_{s_{n}}^{F} t_{n}$, where $t_{n}=J_{r_{n}}^{M}\left(I-r_{n} U\right)$, is nonexpansive, we have

$$
\begin{align*}
\left\|u_{n}-x\right\| & =\left\|T_{s_{n}}^{F} J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right)-T_{s_{n}}^{F} J_{r_{n}}^{M}\left(I-r_{n} U\right) x\right\| \\
& \leq\left\|x_{n}-x\right\| \tag{3.3}
\end{align*}
$$

Similarly, we obtain

$$
\begin{equation*}
\left\|v_{n}-y\right\| \leq\left\|y_{n}-y\right\| \tag{3.4}
\end{equation*}
$$

Since $(x, y) \in \Gamma$, then $x \in C$ and hence $P_{C} x=x$. Now, we estimate

$$
\begin{align*}
\left\|z_{n}-x\right\|^{2} & =\left\|P_{C}\left(u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right)-P_{C} x\right\|^{2} \\
& \leq\left\|u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)-x\right\|^{2} \\
& \leq\left\|u_{n}-x\right\|^{2}-2 \gamma_{n}\left\langle u_{n}-x, A^{*}\left(A u_{n}-B v_{n}\right)\right\rangle+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \\
& \leq\left\|u_{n}-x\right\|^{2}-2 \gamma_{n}\left\langle A u_{n}-A x, A u_{n}-B v_{n}\right\rangle+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}  \tag{3.5}\\
& \leq\left\|u_{n}-x\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \tag{3.6}
\end{align*}
$$

Now, using (2.5) in (3.5), we get

$$
\begin{align*}
\left\|z_{n}-x\right\|^{2} & \leq\left\|u_{n}-x\right\|^{2}-\gamma_{n}\left\|A u_{n}-A x\right\|^{2}-\gamma_{n}\left\|A u_{n}-B v_{n}\right\|^{2}+\gamma_{n}\left\|B v_{n}-A x\right\|^{2} \\
& +\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \tag{3.7}
\end{align*}
$$

By similar step as in (3.7), we obtain

$$
\begin{align*}
\left\|w_{n}-y\right\|^{2} \leq & \left\|v_{n}-y\right\|^{2}-\gamma_{n}\left\|B v_{n}-B y\right\|^{2}-\gamma_{n}\left\|A u_{n}-B v_{n}\right\|^{2}+\gamma_{n}\left\|A u_{n}-B y\right\|^{2} \\
& +\gamma_{n}^{2}\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \tag{3.8}
\end{align*}
$$

Adding (3.7) and (3.8), and using the fact that $A x=B y$, we get

$$
\begin{align*}
\left\|z_{n}-x\right\|^{2}+\left\|w_{n}-y\right\|^{2} & \leq\left\|u_{n}-x\right\|^{2}+\left\|v_{n}-y\right\|^{2}-\gamma_{n}\left[2\left\|A u_{n}-B v_{n}\right\|^{2}\right. \\
& \left.-\gamma_{n}\left(\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right)\right] \tag{3.9}
\end{align*}
$$

Now, from assumption on $\gamma_{n}$, we get

$$
\begin{equation*}
\left\|z_{n}-x\right\|^{2}+\left\|w_{n}-y\right\|^{2} \leq\left\|u_{n}-x\right\|^{2}+\left\|v_{n}-y\right\|^{2} \tag{3.10}
\end{equation*}
$$

Since $S$ and $T$ are quasi-nonexpansive mappings, it follows from Lemma 2.2(ii) that

$$
\begin{align*}
\left\|x_{n+1}-x\right\|^{2} & =\left\|\alpha_{n} z_{n}+\left(1-\alpha_{n}\right) S\left(z_{n}\right)-x\right\|^{2} \\
& \leq\left\|z_{n}-x\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|S\left(z_{n}\right)-z_{n}\right\|^{2} . \tag{3.11}
\end{align*}
$$

Similarly, we obtain

$$
\begin{equation*}
\left\|y_{n+1}-y\right\|^{2} \leq\left\|w_{n}-y\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|T\left(w_{n}\right)-w_{n}\right\|^{2} \tag{3.12}
\end{equation*}
$$

Adding (3.11) and (3.12), we get

$$
\begin{aligned}
\left\|x_{n+1}-x\right\|^{2}+\left\|y_{n+1}-y\right\|^{2} \leq & \left\|z_{n}-x\right\|^{2}+\left\|w_{n}-y\right\|^{2} \\
& -\alpha_{n}\left(1-\alpha_{n}\right)\left(\left\|S\left(z_{n}\right)-z_{n}\right\|^{2}+\left\|T\left(w_{n}\right)-w_{n}\right\|^{2}\right)
\end{aligned}
$$

Using (3.3), (3.4) and (3.9) in above inequalities, we get

$$
\begin{align*}
\left\|x_{n+1}-x\right\|^{2}+\left\|y_{n+1}-y\right\|^{2} & \leq\left\|x_{n}-x\right\|^{2}+\left\|y_{n}-y\right\|^{2}-\gamma_{n}\left[2\left\|A u_{n}-B v_{n}\right\|^{2}\right. \\
& \left.-\gamma_{n}\left(\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right)\right] \\
& -\alpha_{n}\left(1-\alpha_{n}\right)\left(\left\|S\left(z_{n}\right)-z_{n}\right\|^{2}+\left\|T\left(w_{n}\right)-w_{n}\right\|^{2}\right) . \tag{3.13}
\end{align*}
$$

Now, setting $\rho_{n}(x, y):=\left\|x_{n}-x\right\|^{2}+\left\|y_{n}-y\right\|^{2}$ in (3.13), we obtain

$$
\begin{align*}
\rho_{n+1}(x, y) \leq & \rho_{n}(x, y)-\gamma_{n}\left[2\left\|A u_{n}-B v_{n}\right\|^{2}\right. \\
& \left.-\gamma_{n}\left(\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right)\right] \\
& -\alpha_{n}\left(1-\alpha_{n}\right)\left(\left\|S\left(z_{n}\right)-z_{n}\right\|^{2}+\left\|T\left(w_{n}\right)-w_{n}\right\|^{2}\right) . \tag{3.14}
\end{align*}
$$

From the condition (3.2) on $\gamma_{n}$, we observe that the sequence $\left\{\rho_{n}(x, y)\right\}$ being decreasing and lower bounded by 0 , therefore it converges to some finite limit, say $\rho(x, y)$. Thus condition (i) of Lemma 2.5 is satisfied with $\mu_{n}=\left(x_{n}, y_{n}\right), \mu^{*}=(x, y)$ and $W=\Gamma$.
Since $\left\|x_{n}-x\right\|^{2} \leq \rho_{n}(x, y),\left\|y_{n}-y\right\|^{2} \leq \rho_{n}(x, y)$ and $\lim _{n \rightarrow \infty} \rho_{n}(x, y)$ exists, we observe that $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded and $\limsup _{n \rightarrow \infty}\left\|x_{n}-x\right\|$ and $\limsup _{n \rightarrow \infty}\left\|y_{n}-y\right\|$ exist. From (3.3) and (3.4), we have that $\limsup _{n \rightarrow \infty}^{n \rightarrow \infty}\left\|u_{n}-x\right\|$ and $\limsup _{n \rightarrow \infty}^{n \rightarrow \infty}\left\|v_{n}-y\right\|$ also exist. Now, let $\bar{x}$ and $\bar{y}$ be weak cluster points of the sequences $\left\{x_{n}^{n \rightarrow \infty}\right.$ and $\left\{y_{n}\right\}$, respectively. From Lemma 2.4(i), we have

$$
\begin{aligned}
\left\|x_{n+1}-x_{n}\right\|^{2} & =\left\|x_{n+1}-x-x_{n}+x\right\|^{2} \\
& =\left\|x_{n+1}-x\right\|^{2}-\left\|x_{n}-x\right\|^{2}-2\left\langle x_{n+1}-x_{n}, x_{n}-x\right\rangle \\
& =\left\|x_{n+1}-x\right\|^{2}-\left\|x_{n}-x\right\|^{2}-2\left\langle x_{n+1}-\bar{x}, x_{n}-x\right\rangle+2\left\langle x_{n}-\bar{x}, x_{n}-x\right\rangle
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{3.15}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|y_{n+1}-y_{n}\right\|=0 \tag{3.16}
\end{equation*}
$$

Further, it follows from (3.15) and (3.16) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n+1}-y_{n}\right\|=0 . \tag{3.18}
\end{equation*}
$$

For $n \in \Lambda$, again from (3.14), we have

$$
\begin{aligned}
\rho_{n+1}(x, y) \leq & \rho_{n}(x, y)-\gamma_{n}\left[2\left\|A u_{n}-B v_{n}\right\|^{2}\right. \\
& \left.-\gamma_{n}\left(\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right)\right]
\end{aligned}
$$

Since $\lim _{n \rightarrow \infty} \rho_{n}(x, y)$ exists, it follows from condition (3.2) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right)=0 \tag{3.19}
\end{equation*}
$$

(Note that $A u_{n}-B v_{n}=0$ if $n \notin \Lambda$ ). Hence, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|=\lim _{n \rightarrow \infty}\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|=0 \tag{3.20}
\end{equation*}
$$

Similarly, from assumption $\left\{\alpha_{n}\right\} \subset(\delta, 1-\delta), \delta>0$ and (3.14), we observe that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-S\left(z_{n}\right)\right\|=\lim _{n \rightarrow \infty}\left\|w_{n}-T\left(w_{n}\right)\right\|=0 \tag{3.21}
\end{equation*}
$$

Since $\gamma_{n}$ is bounded and $\lim _{n \rightarrow \infty} \rho_{n}(x, y)$ exists, it follows from (3.14), (3.20) and (3.21) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A u_{n}-B v_{n}\right\|=0 \tag{3.22}
\end{equation*}
$$

Now, we estimate

$$
\begin{aligned}
\left\|z_{n}-x\right\|^{2}= & \left\|P_{C}\left(u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right)-P_{C} x\right\|^{2} \\
\leq & \left\langle z_{n}-x, u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)-x\right\rangle \\
= & \frac{1}{2}\left\{\left\|z_{n}-x\right\|^{2}+\left\|u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)-x\right\|^{2}\right. \\
& \left.-\left\|z_{n}-u_{n}+\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}\right\}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left\|z_{n}-x\right\|^{2} & \leq\left\|u_{n}-x\right\|^{2}-2 \gamma_{n}\left\langle u_{n}-x, A^{*}\left(A u_{n}-B v_{n}\right)\right\rangle+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \\
& -\left\|z_{n}-u_{n}\right\|^{2}-\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}-2 \gamma_{n}\left\langle z_{n}-u_{n}, A^{*}\left(A u_{n}-B v_{n}\right)\right\rangle \\
& \leq\left\|u_{n}-x\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|-\left\|z_{n}-u_{n}\right\|^{2} \\
& +2 \gamma_{n}\left\|A z_{n}-A u_{n}\right\|\left\|A u_{n}-B v_{n}\right\| .
\end{aligned}
$$

Using (3.3) and above inequality in (3.11), we get

$$
\begin{aligned}
\left\|x_{n+1}-x\right\|^{2} \leq & \left\|x_{n}-x\right\|^{2}+2 \gamma_{n}\left(\left\|A u_{n}-A x\right\|+\left\|A z_{n}-A u_{n}\right\|\right)\left\|A u_{n}-B v_{n}\right\| \\
& -\left\|z_{n}-u_{n}\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|S\left(z_{n}\right)-z_{n}\right\|^{2}
\end{aligned}
$$

This implies that

$$
\begin{align*}
\left\|z_{n}-u_{n}\right\|^{2} \leq & \left(\left\|x_{n}-x\right\|+\left\|x_{n+1}-x\right\|\right)\left\|x_{n}-x_{n+1}\right\| \\
& +2 \gamma_{n}\left(\left\|A u_{n}-A x\right\|+\left\|A z_{n}-A u_{n}\right\|\right)\left\|A u_{n}-B v_{n}\right\| \\
& -\alpha_{n}\left(1-\alpha_{n}\right)\left\|S\left(z_{n}\right)-z_{n}\right\|^{2} \tag{3.23}
\end{align*}
$$

Using (3.17), (3.21) and (3.22) in (3.23), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-u_{n}\right\|=0 \tag{3.24}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|w_{n}-v_{n}\right\|=0 \tag{3.25}
\end{equation*}
$$

Since $J_{r_{n}}^{M}$ is firmly nonexpansive, we find that

$$
\begin{aligned}
\left\|t_{n}-x\right\|^{2} \leq & \left\langle\left(x_{n}-r_{n} U x_{n}\right)-\left(x-r_{n} U x\right), t_{n}-x\right\rangle \\
= & \frac{1}{2}\left\{\left\|\left(x_{n}-r_{n} U x_{n}\right)-\left(x-r_{n} U x\right)\right\|^{2}+\left\|t_{n}-x\right\|^{2}\right. \\
& \left.-\left\|\left(x_{n}-r_{n} U x_{n}\right)-\left(x-r_{n} U x\right)-\left(t_{n}-x\right)\right\|^{2}\right\} \\
\leq & \frac{1}{2}\left\{\left\|x_{n}-x\right\|^{2}+\left\|r_{n}\left(U x_{n}-U x\right)\right\|^{2}-2 r_{n} \sigma\left\|U x_{n}-U x\right\|^{2}+\left\|t_{n}-x\right\|^{2}\right. \\
& \left.-\left\|x_{n}-t_{n}-r_{n}\left(U x_{n}-U x\right)\right\|^{2}\right\} \\
\leq & \frac{1}{2}\left\{\left\|x_{n}-x\right\|^{2}+\left\|r_{n}\left(U x_{n}-U x\right)\right\|^{2}-2 r_{n} \sigma\left\|U x_{n}-U x\right\|^{2}+\left\|t_{n}-x\right\|^{2}\right. \\
& \left.-\left\|x_{n}-t_{n}\right\|^{2}-\left\|r_{n}\left(U x_{n}-U x\right)\right\|^{2}+2\left\|x_{n}-t_{n}\right\|\left\|r_{n}\left(U x_{n}-U x\right)\right\|\right\}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left\|t_{n}-x\right\|^{2} \leq\left\|x_{n}-x\right\|^{2}+2 r_{n}\left\|x_{n}-t_{n}\right\|\left\|U x_{n}-U x\right\|-\left\|x_{n}-t_{n}\right\|^{2} . \tag{3.26}
\end{equation*}
$$

Since $T_{s_{n}}^{F}$ is nonexpansive and $u_{n}=T_{s_{n}}^{F} t_{n}$ and $x=T_{s_{n}}^{F} x$, then we have

$$
\left\|u_{n}-x\right\| \leq\left\|t_{n}-x\right\|
$$

Using (3.6) and above relation in (3.11), we get

$$
\begin{align*}
\left\|x_{n+1}-x\right\|^{2} & \leq\left\|u_{n}-x\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \\
& \leq\left\|t_{n}-x\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\| \\
& +\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} . \tag{3.27}
\end{align*}
$$

Using (3.26) in (3.27), we have

$$
\begin{aligned}
\left\|x_{n+1}-x\right\|^{2} \leq & \left\|x_{n}-x\right\|^{2}+2 r_{n}\left\|x_{n}-t_{n}\right\|\left\|U x_{n}-U x\right\|-\left\|x_{n}-t_{n}\right\|^{2} \\
& +2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} .
\end{aligned}
$$

Hence, we have

$$
\begin{align*}
\left\|x_{n}-t_{n}\right\|^{2} \leq & \left(\left\|x_{n}-x\right\|+\left\|x_{n+1}-x\right\|\right)\left\|x_{n}-x_{n+1}\right\|+2 r_{n}\left\|x_{n}-t_{n}\right\|\left\|U x_{n}-U x\right\| \\
& +2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} . \tag{3.28}
\end{align*}
$$

Again, since $t_{n}=J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right)$, we have

$$
\begin{align*}
\left\|t_{n}-x\right\|^{2} & =\left\|J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right)-J_{r_{n}}^{M}\left(I-r_{n} U\right) x\right\|^{2} \\
& \leq\left\|\left(x_{n}-r_{n} U x_{n}\right)-\left(x-r_{n} U x\right)\right\|^{2} \\
& \leq\left\|\left(x_{n}-x\right)-r_{n}\left(U x_{n}-U x\right)\right\|^{2} \\
& \leq\left\|x_{n}-x\right\|^{2}-r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2} . \tag{3.29}
\end{align*}
$$

Using (3.29) in (3.27), we have

$$
\begin{align*}
\left\|x_{n+1}-x\right\|^{2} \leq & \left\|x_{n}-x\right\|^{2}-r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2}+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \\
& +2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\| \tag{3.30}
\end{align*}
$$

which can be written as

$$
\begin{align*}
r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2} \leq & \left(\left\|x_{n}-x\right\|+\left\|x_{n+1}-x\right\|\right)\left\|x_{n}-x_{n+1}\right\| \\
& +2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\| \\
& +\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \tag{3.31}
\end{align*}
$$

Taking $n \rightarrow \infty$ and condition (i), using (3.17), (3.20) and (3.22) in (3.31), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|U x_{n}-U x\right\|=0 \tag{3.32}
\end{equation*}
$$

Again, taking $n \rightarrow \infty$, using (3.17), (3.20) (3.22) and (3.32) in (3.28), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-t_{n}\right\|=0 \tag{3.33}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|V y_{n}-V y\right\|=0 \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n}-t_{n}^{\prime}\right\|=0 \tag{3.35}
\end{equation*}
$$

where $t_{n}^{\prime}=J_{r_{n}}^{N}\left(y_{n}-r_{n} V y_{n}\right)$. Since $T_{s_{n}}^{F}$ is a firmly nonexpansive, therefore

$$
\begin{aligned}
\left\|u_{n}-x\right\|^{2} & =\left\|T_{s_{n}}^{F} t_{n}-x\right\|^{2} \\
& \leq\left\langle t_{n}-x, u_{n}-x\right\rangle \\
& =\frac{1}{2}\left(\left\|t_{n}-x\right\|^{2}+\left\|u_{n}-x\right\|^{2}-\left\|u_{n}-t_{n}\right\|^{2}\right)
\end{aligned}
$$

i.e.,

$$
\begin{gather*}
\left\|u_{n}-x\right\|^{2} \leq\left\|t_{n}-x\right\|^{2}-\left\|u_{n}-t_{n}\right\|^{2}  \tag{3.36}\\
\left\|u_{n}-x\right\|^{2} \leq\left\|x_{n}-x\right\|^{2}-r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2}-\left\|u_{n}-t_{n}\right\|^{2} \tag{3.37}
\end{gather*}
$$

Similarly, we can find

$$
\left\|v_{n}-y\right\|^{2} \leq\left\|y_{n}-y\right\|^{2}-r_{n}\left(2 \beta-r_{n}\right)\left\|V y_{n}-V y\right\|^{2}-\left\|v_{n}-t_{n}^{\prime}\right\|^{2}
$$

Using (3.6), (3.37) in (3.11), we get

$$
\begin{aligned}
\left\|x_{n+1}-x\right\|^{2} & \leq\left\|u_{n}-x\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|+\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-x\right\|^{2}-r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2}-\left\|u_{n}-t_{n}\right\|^{2} \\
& +\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\|,
\end{aligned}
$$

which can be written as

$$
\begin{aligned}
\left\|u_{n}-t_{n}\right\|^{2} \leq & \left(\left\|x_{n}-x\right\|+\left\|x_{n+1}-x\right\|\right)\left\|x_{n}-x_{n+1}\right\|-r_{n}\left(2 \sigma-r_{n}\right)\left\|U x_{n}-U x\right\|^{2} \\
& +\gamma_{n}^{2}\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+2 \gamma_{n}\left\|A u_{n}-A x\right\|\left\|A u_{n}-B v_{n}\right\| .
\end{aligned}
$$

Now, using (3.20), (3.22), (3.17) and (3.32) in above inequality, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-t_{n}\right\|=0 \tag{3.38}
\end{equation*}
$$

Now,

$$
\left\|u_{n}-x_{n}\right\| \leq\left\|u_{n}-t_{n}\right\|+\left\|t_{n}-x_{n}\right\|
$$

Using (3.33) and (3.38), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-x_{n}\right\|=0 \tag{3.39}
\end{equation*}
$$

Again, since

$$
\left\|z_{n}-x_{n}\right\| \leq\left\|z_{n}-u_{n}\right\|+\left\|u_{n}-x_{n}\right\|
$$

Using (3.24) and (3.39), we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|z_{n}-x_{n}\right\|=0 \tag{3.40}
\end{equation*}
$$

Similarly, we can also obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{n}-t_{n}^{\prime}\right\|=0 \tag{3.41}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|v_{n}-y_{n}\right\|=0  \tag{3.42}\\
& \lim _{n \rightarrow \infty}\left\|w_{n}-v_{n}\right\|=0  \tag{3.43}\\
& \lim _{n \rightarrow \infty}\left\|w_{n}-y_{n}\right\|=0 \tag{3.44}
\end{align*}
$$

Since $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{i}} \rightharpoonup \bar{x}$ and hence it follows from (3.40) that there is a subsequence $\left\{z_{n_{i}}\right\}$ of $\left\{z_{n}\right\}$ such that $z_{n_{i}} \rightharpoonup \bar{x}$. Further, demiclosedness of $S-I$ at 0 and (3.21) imply that $\bar{x} \in \operatorname{Fix}(S)$. Also, it follows from boundedness of $\left\{y_{n}\right\}$ and (3.44) that there exist subsequences $\left\{y_{n_{i}}\right\}$ of $\left\{y_{n}\right\}$ and $\left\{w_{n_{i}}\right\}$ of $\left\{w_{n}\right\}$ such that $y_{n_{i}} \rightharpoonup \bar{y}$ and $w_{n_{i}} \rightharpoonup \bar{y}$ and hence demiclosedness of $T-I$ at 0 and (3.21) yield that $\bar{y} \in \operatorname{Fix}(T)$. Since every Hilbert space satisfies Opial's condition which ensures that the weakly subsequential limit of $\left\{\left(x_{n}, y_{n}\right)\right\}$ is unique. Since $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ both have the same asymptotic behaviour, then there is a subsequence $\left\{u_{n_{i}}\right\}$ of $\left\{u_{n}\right\}$ such that $u_{n_{i}} \rightharpoonup \bar{x}$.

Now, we show that $\bar{x} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.6))$ and $\bar{y} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.7))$.
Since $u_{n}=T_{s_{n}}^{F} t_{n}$, where $t_{n}=J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right)$, we have

$$
F\left(u, u_{n} ; u_{n}\right)+\phi\left(u, u_{n}\right)-\phi\left(u_{n}, u_{n}\right)+\frac{1}{s_{n}}\left\langle u-u_{n}, u_{n}-t_{n}\right\rangle \geq 0, \forall u \in C
$$

It follows from generalized relaxed $\alpha$-monotonicity of $F$, above inequality implies that

$$
\begin{equation*}
\phi\left(u, u_{n_{i}}\right)-\phi\left(u_{n_{i}}, u_{n_{i}}\right)+\left\langle u-u_{n_{i}}, \frac{u_{n_{i}}-t_{n_{i}}}{s_{n_{i}}}\right\rangle \geq-F\left(u, u_{n_{i}} ; u\right)+\alpha\left(u_{n_{i}}, u\right), \forall u \in C \tag{3.45}
\end{equation*}
$$

Since $\liminf _{n \rightarrow \infty} s_{n}>0$, then there exists a real number $s>0$ such that $s_{n} \geq s, \forall n$ and hence we have

$$
\frac{\left\|u_{n_{i}}-t_{n_{i}}\right\|}{s_{n_{i}}} \leq \frac{\left\|u_{n_{i}}-t_{n_{i}}\right\|}{s}
$$

It follows from (3.38) that $\lim _{i \rightarrow \infty}\left\|u_{n_{i}}-t_{n_{i}}\right\|=0$ and hence

$$
\lim _{i \rightarrow \infty} \frac{\left\|u_{n_{i}}-t_{n_{i}}\right\|}{s_{n_{i}}} \leq \frac{1}{s} \lim _{i \rightarrow \infty}\left\|u_{n_{i}}-t_{n_{i}}\right\|=0
$$

Since $\alpha$ is lower semicontinuous in the first argument, $\phi$ is weakly continuous and $F(u, \cdot ; u)$ is weakly continuous then on taking $n \rightarrow \infty$ in (3.45), we get

$$
\begin{equation*}
\alpha(\bar{x}, u)-F(u, \bar{x} ; u)-\phi(u, \bar{x})+\phi(\bar{x}, \bar{x}) \leq 0, \forall u \in C . \tag{3.46}
\end{equation*}
$$

For $t$ with $0<t \leq 1$ and $u \in C$, set $u_{t}=t u+(1-t) \bar{x}$. Since $C$ is convex set, $u_{t} \in C$, then from (3.46), we have

$$
\begin{equation*}
\alpha\left(\bar{x}, u_{t}\right)-F\left(u_{t}, \bar{x} ; u_{t}\right)-\phi\left(u_{t}, \bar{x}\right)+\phi(\bar{x}, \bar{x}) \leq 0 \tag{3.47}
\end{equation*}
$$

which implies that

$$
\begin{align*}
\alpha\left(\bar{x}, u_{t}\right) & \leq F\left(u_{t}, \bar{x} ; u_{t}\right)-\phi(\bar{x}, \bar{x})+\phi\left(u_{t}, \bar{x}\right) \\
& \leq t F\left(u, \bar{x} ; u_{t}\right)+(1-t) F\left(\bar{x}, \bar{x} ; u_{t}\right)-\phi(\bar{x}, \bar{x})+t \phi(u, \bar{x})+(1-t) \phi(\bar{x}, \bar{x}) \\
& \leq t\left[F\left(u, \bar{x} ; u_{t}\right)+\phi(u, \bar{x})-\phi(\bar{x}, \bar{x})\right] . \tag{3.48}
\end{align*}
$$

Since $F(u, \bar{x} ; \cdot)$ is hemicontinuous and letting $t \rightarrow 0$, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\{F\left(u, \bar{x} ; u_{t}\right)+\phi(u, \bar{x})-\phi(\bar{x}, \bar{x})\right\} \geq \lim _{t \rightarrow 0} \frac{\alpha\left(\bar{x}, u_{t}\right)}{t} \tag{3.49}
\end{equation*}
$$

which implies

$$
\begin{equation*}
F(u, \bar{x} ; \bar{x})+\phi(u, \bar{x})-\phi(\bar{x}, \bar{x}) \geq 0 \tag{3.50}
\end{equation*}
$$

This implies that $\bar{x} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.6))$. Following a similar argument as the proof of above, we have $\bar{y} \in \operatorname{Sol}(\operatorname{GGVLIPP}(1.7))$.

Next, we show that $(\bar{x}, \bar{y}) \in \operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)\right)$. Since

$$
t_{n_{i}}=J_{r_{n_{i}}}^{M}\left(x_{n_{i}}-r_{n_{i}} U x_{n_{i}}\right)
$$

can be written as

$$
\frac{x_{n_{i}}-t_{n_{i}}}{r_{n_{i}}}-U x_{n_{i}} \in M t_{n_{i}}
$$

Let $\mu \in M v$. Since $M$ is monotone, we have

$$
\left\langle\frac{x_{n_{i}}-t_{n_{i}}}{r_{n_{i}}}-U x_{n_{i}}-\mu, t_{n_{i}}-v\right\rangle \geq 0
$$

It follows from (3.33) and condition (i) that $\langle-U \bar{x}-\mu, \bar{x}-v\rangle \geq 0$. This implies that $-U \bar{x} \in M \bar{x}$, that is, $\bar{x} \in(U+M)^{-1}(0)$. Similarly, $\bar{y} \in(V+N)^{-1}(0)$.
Since $\|\cdot\|^{2}$ is weakly lower semicontinuous, we have

$$
\begin{equation*}
\|A \bar{x}-B \bar{y}\|^{2} \leq \lim _{n \rightarrow \infty} \inf \left\|A u_{n}-B v_{n}\right\|^{2}=0 \tag{3.51}
\end{equation*}
$$

i.e., $A \bar{x}=B \bar{y}$. Thus, $(\bar{x}, \bar{y}) \in \Gamma$ and hence $w_{w}\left(x_{n_{i}}, y_{n_{i}}\right) \subset \Gamma$. Now, it follows from Lemma 2.5 that the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ generated by iterative algorithm (3.1) converges weakly to $(\bar{x}, \bar{y}) \in \Gamma$.

Further, since $S$ and $T$ are semi-compact, $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded, and $S-I$ and $T-I$ are demiclosed at 0 then there exist subsequences $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ and $\left\{y_{n_{i}}\right\}$ of $\left\{y_{n}\right\}$ such that $\left\{x_{n_{i}}\right\}$ and $\left\{y_{n_{i}}\right\}$ converge strongly to some $\bar{u} \in H_{1}$ and $\bar{v} \in H_{2}$, respectively. Since $\left\{x_{n_{i}}\right\}$ and $\left\{y_{n_{i}}\right\}$ converge weakly to $\bar{x}$ and $\bar{y}$, respectively then we have $\bar{u}=\bar{x}, \bar{v}=\bar{y}, \bar{x} \in \operatorname{Fix}(S)$ and $\bar{y} \in \operatorname{Fix}(T)$. Finally, using the same argument as the proof of above, we have $\bar{x} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.6))$ and $\bar{y} \in \operatorname{Sol}(\operatorname{GGVLIP}(1.7))$,
$\bar{x} \in \operatorname{Sol}(\operatorname{MVIP}(1.9))$ and $\bar{y} \in \operatorname{Sol}(\operatorname{MVIP}(1.10))$. Since $A u_{n_{i}}-B v_{n_{i}} \rightarrow A \bar{x}-B \bar{y}$, we have

$$
\begin{equation*}
\|A \bar{x}-B \bar{y}\|^{2} \leq \lim _{i \rightarrow \infty} \inf \left\|A u_{n_{i}}-B v_{n_{i}}\right\|^{2}=0 \tag{3.52}
\end{equation*}
$$

which implies $A \bar{x}=B \bar{y}$ and hence $(\bar{x}, \bar{y}) \in \Gamma$.
On the other hand, since $\rho_{n}(x, y)=\left\|x_{n}-x\right\|^{2}+\left\|y_{n}-y\right\|^{2}$, for any $(x, y) \in \Gamma$ then $\lim _{i \rightarrow \infty} \rho_{n_{i}}(\bar{x}, \bar{y})=0$. Further, since $\lim _{n \rightarrow \infty} \rho_{n}(\bar{x}, \bar{y})$ exists then $\lim _{n \rightarrow \infty} \rho_{n}(\bar{x}, \bar{y})=0$ and hence $\lim _{n \rightarrow \infty}\left\|x_{n}-\bar{x}\right\|=0$ and $\lim _{n \rightarrow \infty}\left\|y_{n}-\bar{y}\right\|=0$. Thus $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges strongly to $(\bar{x}, \bar{y}) \in \Gamma$. This completes the proof.

## 4. Consequences

We now give some consequences of Theorem 3.1. First, we have the following convergence result to approximate a common solution of $S_{p} \operatorname{ENPP}(1.11)-(1.12)$, $\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$.

Corollary 4.1. Let $H_{1}, H_{2}$ and $H_{3}$ be real Hilbert spaces, $C \subseteq H_{1}$ and $Q \subseteq H_{2}$ be nonempty closed and convex sets. Assume that $F: C \times C \times C \rightarrow \mathbb{R}, G: Q \times Q \times Q \rightarrow \mathbb{R}$ are trifunctions and $\phi: C \times C \rightarrow \mathbb{R}, \psi: Q \times Q \rightarrow \mathbb{R}$ are bifunctions satisfying Assumption 2.1 with $F(x, \cdot ; x)$ and $G(y, \cdot ; y)$ are weakly continuous, and let $A: H_{1} \rightarrow$ $H_{3}, B: H_{2} \rightarrow H_{3}$ be two bounded linear operators. Let $M: H_{1} \rightarrow 2^{H_{1}}, N: H_{2} \rightarrow 2^{H_{2}}$ be a maximal monotone mappings. Let $\left(x_{1}, y_{1}\right) \in C \times Q$ be given and the iteration sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ be generated by the scheme:

$$
\left\{\begin{array}{l}
F\left(u, u_{n} ; u_{n}\right)+\phi\left(u, u_{n}\right)-\phi\left(u_{n}, u_{n}\right)+\frac{1}{s_{n}}\left\langle u-u_{n}, u_{n}-J_{r_{n}}^{M} x_{n}\right\rangle \geq 0, \forall u \in C  \tag{4.1}\\
G\left(v, v_{n} ; v_{n}\right)+\psi\left(v, v_{n}\right)-\psi\left(v_{n}, v_{n}\right)+\frac{1}{s_{n}}\left\langle v-v_{n}, v_{n}-J_{r_{n}}^{N} y_{n}\right\rangle \geq 0, \forall v \in Q \\
z_{n}=P_{C}\left(u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right) ; \\
x_{n+1}=\alpha_{n} z_{n}+\left(1-\alpha_{n}\right) S z_{n} ; \\
w_{n}=P_{Q}\left(v_{n}+\gamma_{n} B^{*}\left(A u_{n}-B v_{n}\right)\right) \\
y_{n+1}=\alpha_{n} w_{n}+\left(1-\alpha_{n}\right) T w_{n}
\end{array}\right.
$$

where $S: C \rightarrow C$ and $T: Q \rightarrow Q$ be quasi-nonexpansive mappings and the step size $\gamma_{n}$ is chosen in such a way that for some $\epsilon>0$,

$$
\begin{equation*}
\gamma_{n} \in\left(\epsilon, \frac{2\left\|A u_{n}-B v_{n}\right\|^{2}}{\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}}-\epsilon\right), n \in \Lambda \tag{4.2}
\end{equation*}
$$

otherwise $\gamma_{n}=\gamma(\gamma \geq 0)$, where the index set $\Lambda=\left\{n: A u_{n}-B v_{n} \neq 0\right\}, \alpha_{n} \subset(\delta, 1-\delta)$ for some small enough $\delta>0$ and $\left\{r_{n}\right\},\left\{s_{n}\right\} \subset(0, \infty)$. Assume that the control sequences $\left\{r_{n}\right\}$ and $\left\{s_{n}\right\}$ satisfy the following conditions:
(i) $\liminf _{n \rightarrow \infty} r_{n}>0, \liminf _{n \rightarrow \infty} s_{n}>0$;
(ii) $\stackrel{n \rightarrow \infty}{S}-I$ and $T-I \xrightarrow{n \rightarrow \infty}$ are demiclosed at 0 .

If $\Gamma:=\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{ENPP}(1.11)-(1.12)\right) \cap \operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)\right) \cap \Theta \neq \emptyset$, then the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges weakly to a point $(\bar{x}, \bar{y})$ of $\Gamma$. In addition if $S$ and $T$ are semi-compact, then $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges strongly to the point $(\bar{x}, \bar{y})$ of $\Gamma$.

Proof. Take $U=0$ and $V=0$ in Theorem 3.1.
Further, if we take $M=\partial I_{C}$ and $N=\partial I_{Q}$ then $\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)$ is reduced to the following problem: f ind $\bar{x} \in C$ and $\bar{y} \in Q$ such that

$$
\begin{array}{r}
\langle U(\bar{x}), x-\bar{x}\rangle \geq 0, \forall x \in C \\
\langle V(\bar{y}), y-\bar{y}\rangle \geq 0, \forall y \in Q  \tag{4.4}\\
\text { and } A \bar{x}=B \bar{y}
\end{array}
$$

Problem (4.3)-(4.4) is called the split equality variational inequality problem (in short, $S_{p}$ EVIP). Solution set of $\operatorname{S}_{\mathrm{p}} \operatorname{EVIP}(4.3)-(4.4)$ is denoted by $\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EVIP}(4.3)-(4.4)\right)$. $\mathrm{S}_{\mathrm{p}} \operatorname{EVIP}(4.3)-(4.4)$ generalizes split variational inequality problem (in short, $\mathrm{S}_{\mathrm{p}}$ VIP) studied in [9].

Finally, we have the following convergence result to approximate a common solution of $\mathrm{S}_{\mathrm{p}} \operatorname{EVIP}(4.3)-(4.4), \mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $\mathrm{S}_{\mathrm{p}} \operatorname{EFPP}(1.3)$.

Corollary 4.2. Let $H_{1}, H_{2}$ and $H_{3}$ be real Hilbert spaces, $C \subseteq H_{1}$ and $Q \subseteq H_{2}$ be nonempty closed and convex sets. Assume that $F: C \times C \times C \rightarrow \mathbb{R}, G: Q \times Q \times Q \rightarrow \mathbb{R}$ are trifunctions and $\phi: C \times C \rightarrow \mathbb{R}, \psi: Q \times Q \rightarrow \mathbb{R}$ are bifunctions satisfying Assumption 2.1 with $F(x, \cdot ; x)$ and $G(y, \cdot ; y)$ are weakly continuous, and let $A: H_{1} \rightarrow$ $H_{3}, B: H_{2} \rightarrow H_{3}$ be two bounded linear operators. Let $U: C \rightarrow H_{1}$ be an $\sigma$-inverse strongly monotone mapping and $V: Q \rightarrow H_{2}$ be an $\beta$-inverse strongly monotone mapping. Let $\left(x_{1}, y_{1}\right) \in C \times Q$ be given and the iteration sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ be generated by the scheme:

$$
\left\{\begin{align*}
& F\left(u, u_{n} ; u_{n}\right)+\phi\left(u, u_{n}\right)-\phi\left(u_{n}, u_{n}\right)  \tag{4.5}\\
&+\frac{1}{s_{n}}\left\langle u-u_{n}, u_{n}-P_{C}\left(x_{n}-r_{n} U x_{n}\right)\right\rangle \geq 0, \forall u \in C \\
& G\left(v, v_{n} ; v_{n}\right)+\psi\left(v, v_{n}\right)-\psi\left(v_{n}, v_{n}\right) \\
&+\frac{1}{s_{n}}\left\langle v-v_{n}, v_{n}-P_{Q}\left(y_{n}-r_{n} V y_{n}\right)\right\rangle \geq 0, \forall v \in Q \\
& z_{n}=P_{C}\left(u_{n}-\gamma_{n} A^{*}\left(A u_{n}-B v_{n}\right)\right) \\
& x_{n+1}=\alpha_{n} z_{n}+\left(1-\alpha_{n}\right) S z_{n} \\
& w_{n}=P_{Q}\left(v_{n}+\gamma_{n} B^{*}\left(A u_{n}-B v_{n}\right)\right) \\
& y_{n+1}=\alpha_{n} w_{n}+\left(1-\alpha_{n}\right) T w_{n}
\end{align*}\right.
$$

where $S: C \rightarrow C$ and $T: Q \rightarrow Q$ be quasi-nonexpansive mappings and the step size $\gamma_{n}$ is chosen in such a way that for some $\epsilon>0$,

$$
\begin{equation*}
\gamma_{n} \in\left(\epsilon, \frac{2\left\|A u_{n}-B v_{n}\right\|^{2}}{\left\|A^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}+\left\|B^{*}\left(A u_{n}-B v_{n}\right)\right\|^{2}}-\epsilon\right), n \in \Lambda \tag{4.6}
\end{equation*}
$$

otherwise $\gamma_{n}=\gamma(\gamma \geq 0)$, where the index set $\Lambda=\left\{n: A u_{n}-B v_{n} \neq 0\right\}, \alpha_{n} \subset(\delta, 1-\delta)$ for some small enough $\delta>0$ and $\left\{r_{n}\right\},\left\{s_{n}\right\} \subset(0, \infty)$. Assume that the control sequences $\left\{r_{n}\right\}$ and $\left\{s_{n}\right\}$ satisfy the following conditions:
(i) $0<r \leq r_{n} \leq r^{\prime}<2 \min \{\sigma, \beta\}$;
(ii) $\liminf _{n \rightarrow \infty} s_{n}>0$;
(iii) $S-I$ and $T-I$ are demiclosed at 0 .

If $\Gamma:=\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EVIP}(4.3)-(4.4)\right) \bigcap \operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}(1.6)-(1.7)\right) \bigcap \Theta \neq \emptyset$, then the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges weakly to a point $(\bar{x}, \bar{y})$ of $\Gamma$. In addition if $S$ and $T$ are semi-compact, then $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges strongly to the point $(\bar{x}, \bar{y})$ of $\Gamma$.

Proof. Take $M=\partial I_{C}$ and $N=\partial I_{Q}$ in Theorem 3.1.
Remark 4.1. Further effort is needed to extend the iterative method presented in this paper to the viscosity iterative method to approximate a common solution to $S_{p} \operatorname{EMVIP}(1.9)-(1.10), S_{p} \operatorname{EGGVLIP}(1.6)-(1.7)$ and $S_{p} \operatorname{EFPP}(1.3)$ for quasinonexpansive mappings by selecting the step size in such a way that the implementation of the algorithm does not require the calculation or estimation of the operator norms.

## 5. Numerical example

Now, we give a numerical example which justify Theorem 3.1.
Example 5.1. Let $H_{1}=H_{2}=H_{3}=\mathbb{R}$, the set of all real numbers, with the inner product defined by $\langle x, y\rangle=x y, \forall x, y \in \mathbb{R}$, and induced usual norm $|\cdot|$. Let $C=[0,+\infty)$ and $Q=(-\infty, 0]$; let $F: C \times C \times C \rightarrow \mathbb{R}$ and $G: Q \times Q \times Q \rightarrow \mathbb{R}$ be defined by $F(y, x ; x)=\left(x-\frac{5}{2}\right)(y-x)$, with $\alpha(x, y)=(y-x)^{2}, \forall x, y \in C$ and $G(w, u: u)=(u+10)(w-u)$, with $\alpha(u, w)=(w-u)^{2} \forall u, w \in Q$; let $\phi: C \times C \rightarrow \mathbb{R}$ and $\psi: Q \times Q \rightarrow \mathbb{R}$ be defined by $\phi(x, y)=x y, \forall x, y \in C$ and $\psi(u, w)=u w$, $\forall u, w \in Q$; let the mappings $U: C \rightarrow H_{1}$ and $V: Q \rightarrow H_{2}$ be defined by $U(x)=2 x-5$, $\forall x \in C$ and $V(y)=y+25, \forall y \in Q$, respectively; let $M, N: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $M x=2 x, \forall x \in \mathbb{R}$ and $N y=4 y, \forall y \in \mathbb{R}$; let $A: H_{1} \rightarrow H_{3}, B: H_{2} \rightarrow H_{3}$ be defined by $A(x)=4 x, \forall x \in C, B(y)=-y, \forall y \in Q$ and let the mappings $S: C \rightarrow C$ and $T: Q \rightarrow Q$ be defined by $S x=\frac{x+5}{5}, \forall x \in C, T y=\frac{y^{2}+5}{y-1}, \forall y \in Q$, respectively. If we set $\alpha_{n}=\frac{1}{2}, \forall n$, then there are unique sequences $\left\{x_{n}\right\},\left\{y_{n}\right\}$ generated by the iterative schemes:

$$
\left\{\begin{array}{l}
t_{n}=J_{r_{n}}^{M}\left(x_{n}-r_{n} U x_{n}\right) ; u_{n}=\left(\frac{5}{2}+\frac{t_{n}}{s_{n}}\right) \frac{s_{n}}{2 s_{n}+1}  \tag{5.1}\\
t_{n}^{\prime}=J_{r_{n}}^{N}\left(y_{n}-r_{n} V y_{n}\right) ; v_{n}=\left(\frac{t_{n}^{\prime}}{s_{n}}-10\right) \frac{s_{n}}{2 s_{n}+1} \\
z_{n}=\left(1-16 \gamma_{n}\right) u_{n}-4 \gamma_{n} v_{n} ; w_{n}=-4 \gamma_{n} u_{n}+\left(1-\gamma_{n}\right) v_{n} \\
x_{n+1}=\frac{1}{2}+\frac{3}{5} z_{n} ; y_{n+1}=w_{n}+\frac{5+w_{n}}{2\left(w_{n}-1\right)}
\end{array}\right.
$$

Then the sequence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to a point $(\bar{x}, \bar{y}) \in \Gamma$.
Proof. It is easy to prove that the trifunctions $F, G$ and bifunctions $\phi, \psi$ satisfy Assumption 2.1 and $G$ is upper semicontinuous. $A$ and $B$ are bounded linear operators
on $\mathbb{R}$ with adjoint operators $A^{*}, B^{*}$ and $\|A\|=\left\|A^{*}\right\|=4,\|B\|=\left\|B^{*}\right\|=1$ and hence $\gamma_{n} \in\left(\epsilon, \frac{2}{17}-\epsilon\right)$. Therefore, for $\epsilon=\frac{1}{100}$, we can choose $\gamma_{n}=\frac{1}{25}$. Further, we observe that $U, V$ are respectively, $\frac{1}{2}$ - and 1-inverse strongly monotone mappings. Since $\left\{r_{n}\right\},\left\{s_{n}\right\} \subset(0, \infty)$ such that $0<r \leq r_{n} \leq r^{\prime}<2 \min \{\sigma, \beta\}$, so we set $r_{n}=s_{n}=0.4, \forall n$. Also, we can easily verify that $M, N$ are maximal monotone mappings. Furthermore, we observe that $S, T$ are quasi-nonexpansive mappings with $\operatorname{Fix}(S)=\left\{\begin{array}{c}5 \\ 4\end{array}\right\}, \operatorname{Fix}(T)=\{-5\}$ and $(S-I),(T-I)$ are demiclosed at 0 . Indeed, if $x_{n} \rightarrow \bar{x}$ and $S x_{n}-x_{n} \rightarrow 0$ then by continuity of $S$, we have $\bar{x}=S \bar{x}$, i.e., $\bar{x} \in \operatorname{Fix}(S)=$ $\left\{\begin{array}{l}5 \\ 4\end{array}\right\}$. Finally, we observe that $\Gamma:=\operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EMVIP}(1.9)-(1.10)\right) \cap \operatorname{Sol}\left(\mathrm{S}_{\mathrm{p}} \operatorname{EGGVLIP}\right.$ (1.6) $-(1.7)) \cap \Theta=\left(\frac{5}{4},-5\right) \neq \emptyset$. After simplification, iterative schemes (5.1) are reduced to the following:

$$
\left\{\begin{align*}
x_{n+1} & =\frac{1}{2}+\frac{3}{125}\left(\frac{5}{9} x_{n}-\frac{2}{3.9} y_{n}+\frac{95}{9}+\frac{204}{11.7}\right)  \tag{5.2}\\
y_{n+1} & =\frac{4}{25}\left(\frac{-5}{81} x_{n}+\frac{9}{11.7} y_{n}-\frac{306}{11.7}+\frac{95}{81}\right) \\
& +\frac{5+\frac{4}{25}\left(\frac{-5}{81} x_{n}+\frac{9}{11.7} y_{n}-\frac{306}{11.7}+\frac{95}{81}\right)}{2\left(\frac{4}{25}\left(\frac{-5}{81} x_{n}+\frac{9}{11.7} y_{n}-\frac{306}{11.7}+\frac{95}{81}\right)-1\right)}
\end{align*}\right.
$$

Next, using the software Matlab 7.8.0, we have following table and figure which shows that $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to a point $(\bar{x}, \bar{y})=\left(\frac{5}{4},-5\right)$.

| No. of <br> iterations | $x_{n}$ <br> $x_{1}=0$ | $y_{n}$ <br> $y_{1}=0$ | $A x_{n}-B y_{n}$ |  | No. of <br> iterations | $x_{n}$ | $y_{n}$ | $A x_{n}-B y_{n}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | 1.171795 | -4.430693 | 0.128243 |  | $\mathbf{1 6}$ | 1.249989 | -4.999912 | 0.000173 |
| $\mathbf{2}$ | 1.206873 | -4.681621 | 0.137057 |  | $\mathbf{1 7}$ | 1.249994 | -4.999951 | 0.000099 |
| $\mathbf{3}$ | 1.226190 | -4.822298 | 0.109758 |  | $\mathbf{1 8}$ | 1.249997 | -4.999973 | 0.000056 |
| $\mathbf{4}$ | 1.236872 | -4.909912 | 0.078108 |  | $\mathbf{1 9}$ | 1.249998 | -4.999985 | 0.000032 |
| $\mathbf{5}$ | 1.242724 | -4.94775 | 0.05214 |  | $\mathbf{2 0}$ | 1.249999 | -4.999991 | 0.000018 |
| $\mathbf{6}$ | 1.245974 | -4.969229 | 0.033389 |  | $\mathbf{2 1}$ | 1.249999 | -4.999995 | 0.000010 |
| $\mathbf{7}$ | 1.247771 | -4.982858 | 0.020807 |  | $\mathbf{2 2}$ | 1.250000 | -4.999997 | 0.000006 |
| $\mathbf{8}$ | 1.248765 | -4.990451 | 0.012708 |  | $\mathbf{2 3}$ | 1.250000 | -4.999999 | 0.000003 |
| $\mathbf{9}$ | 1.249315 | -4.99681 | 0.007644 |  | $\mathbf{2 4}$ | 1.250000 | -4.999999 | 0.000002 |
| $\mathbf{1 0}$ | 1.249620 | -4.997037 | 0.004545 |  | $\mathbf{2 5}$ | 1.250000 | -5.000000 | 0.000001 |
| $\mathbf{1 1}$ | 1.249789 | -4.998350 | 0.002676 |  | $\mathbf{2 6}$ | 1.250000 | -5.000000 | 0.000001 |
| $\mathbf{1 2}$ | 1.249883 | -4.999081 | 0.001564 |  | $\mathbf{2 7}$ | 1.250000 | -5.000000 | 0.000000 |
| $\mathbf{1 3}$ | 1.249935 | -4.999488 | 0.000908 |  | $\mathbf{2 8}$ | 1.250000 | -5.000000 | 0.000000 |
| $\mathbf{1 4}$ | 1.249964 | -4.999715 | 0.000525 |  | $\mathbf{2 9}$ | 1.250000 | -5.000000 | 0.000000 |
| $\mathbf{1 5}$ | 1.249980 | -4.999841 | 0.000302 | $\mathbf{3 0}$ | 1.250000 | -5.000000 | 0.000000 |  |



This completes the proof.
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