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Key Words and Phrases: Equilibrium problem, set-valued mapping, variational inequality, quasi-
nonexpansive mapping, common fixed point.

2010 Mathematics Subject Classification: 47J25, 47TN10, 65J15, 90C25, 47H10.

1. INTRODUCTION

Let C be a nonempty closed convex subset of a real Hilbert space H. Let Y be a
bifunction from C x C into R, such that Y(x,z) =0 for all x € C. The Equilibrium
problem for T : C x C' — R is to find x € C such that

Y(z,y) >0, VyeC.

The set of solutions is denoted by EP(Y). This problem is also often called the Ky
Fan inequality due to his contribution to this field. Such problems arise frequently in
mathematics, physics, engineering, game theory, transportation, electricity market,
economics and network. In the literature, many techniques and algorithms have been
proposed to analyze the existence and approximation of a solution to equilibrium
problem; see [1-3].

If Y(z,y) = (Fz,y — x) for every x,y € C, where F is a mapping from C' into
‘H, then the equilibrium problem becomes the classical variational inequality problem
which is formulated as finding a point z* € C such that

(Fx*,y —a*) >0, Yy e C.
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The set of solutions of this problem is denoted by VI(F,C). It is well known that
variational inequalities covers many branches of mathematics; such as partial differen-
tial equations, optimal control, optimization, mathematical programming, mechanics
and finance, see [23, 19].
A subset C' C H is called proximal if for each & € H, there exists an element y € C

such that

|z —y||=dist(z,C) =inf{|z—z|:2€C}.
We denote by CB(C), K(C) and P(C) the collection of all nonempty closed bounded
subsets, nonempty compact subsets, and nonempty proximal bounded subsets of C,
respectively. The Hausdorff metric h on CB(H) is defined by

h(A, B) := max{sup dist(z, B), sup dist(y, A)},

T€EA yebB

for all A, B € CB(H).
Let T : H — 27 be a set-valued mapping. An element z € # is said to be a fixed point
of T, if x € Tx. We use Fixz(T) to denote the set of all fixed points of T. An element
x € H is said to be an endpoint of a set-valued mapping 7T if x is a fixed point of T
and T'(x) = {«}. We say that T satisfies the endpoint condition if each fixed point of
T is an endpoint of T. We also say that a family of set- valued mappings T3, (i € N)
satisfies the common endpoint condition if T;(z) = {z} for all x € (2, Fiz(T}).
Definition 1.1. A set-valued mapping T : H — CB(H) is called

(i) nonexpansive if
f](TJL’,T’y) < ||‘T7y||7 ‘T7y€H'

(ii) quasi-nonexpansive if Fiz(T) # () and §(Tz,Tp) < ||z — p|| for all x € H and
all p € Fix(T).
The theory of set-valued mappings has applications in control theory, convex op-
timization, differential equations and economics. Fixed point theory for set-valued
mappings has been studied by many authors, see [6-8] and the references therein.

In the recent years iterative algorithms for finding a common element of the set
of solutions of equilibrium problem and the set of fixed points of nonlinear map-
pings in a real Hilbert space have been studied by many authors (see, e.g., [9-24]).
The motivation for studying such a problem is in its possible application to math-
ematical models whose constraints can be expressed as fixed-point problems and/or
equilibrium problem. This happens, in particular, in the practical problems as signal
processing, network resource allocation, image recovery; see, for instance, [25-28]. In
2007, Takahashi and Takahashi [38], introduced an iterative scheme by the viscosity
approximation method for finding a common element of the set of solutions of the
equilibrium problem and the set of fixed points of a nonexpansive mapping in the
setting of Hilbert spaces. They also studied the strong convergence of the sequences
generated by their algorithm for a solution of the equilibrium problem which is also a
fixed point of a nonexpansive mapping defined on a closed convex subset of a Hilbert
space. Motivated by fixed point techniques of Takahashi and Takahashi in [38] and an
improvement set of extragradient-type iteration methods in [24], Anh [3, 4], introduce
some new iteration algorithms for finding a common element of the solution set of
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equilibrium problems with a monotone and Lipschitz-type continuous bifunction and
the set of fixed points of a single valued nonexpansive mapping.

The purpose of this paper is to propose a general algorithm for finding a common
element of the set of solutions of a system of equilibrium problems and the set of
common fixed points of an infinite family of quasi-nonexpansive set-valued mappings.
We prove the strong convergence theorem of such algorithm in a real Hilbert space.
This common solution is the unique solution of a variational inequality problem and
is the optimality condition for a minimization problem. Our results generalize and
improve the results of Anh, Kim and Muu [5], Anh [3, 4], Plubtieg and Punpaeng
[33], Petrusel and Yao [32] and many others.

2. PRELIMINARIES

Throughout the paper, we denote by H a real Hilbert space with inner product
(.,.) and norm |.|. Let {x,} be a sequence in H and = € H. Weak convergence
of {z,} to x is denoted by x,, — z, and strong convergence by z, — x. Let C be
a nonempty closed convex subset of . The nearest point projection from H to C,
denoted Pg, assigns, to each x € H, the unique point Pox € C' with the property

o = Poa| == inf{lle —yll, VyeC}
It is known that P is a nonexpansive mapping and for each x € H
(x — Pox,y — Pox) <0, vy € C.

Recently, J.Garcia-Falset, E. Llorens-Fuster and T. Suzuki [18], introduced a new
generalization of the concept of a nonexpansive single valued mapping which called
condition (E). Very recently, Abkar and Eslamian [1, 2], modify the condition (E),
for set-valued mappings as follows:

Definition 2.1. A set-valued mapping T : H — CB(H) is said to satisfy condition
(E) provided that

h(Tz,Ty) < pdist(z,Tz)+ ||z —yl|, z,y€H,

for some p > 0.

It is obvious that every set- valued nonexpansive mapping T': H — CB(H) satisfies
the condition (E), and every mapping T : H — CB(H) which satisfies the condition
(E) with nonempty fixed point set Fiz(T) is quasi-nonexpansive, see [2].

Lemma 2.2. ([2]) Let C be a closed convex subset of a real Hilbert space H. Let
T :C — CB(C) be a quasi-nonexpansive set-valued mapping satisfies the endpoint
condition. Then Fix(T) is closed and conver.

Definition 2.3. Let C be a nonempty subset of a real Hilbert space H and let T' :C—
CB(C) be a set-valued mapping. The mapping I — T is said to be demiclosed at zero
if for any sequence {x,} in C, the conditions x,, — z* and lim,,_, o dist(z,, Tz,) = 0,
imply z* € Fiz(T).

Lemma 2.4. ([2]) Let C be a nonempty closed convex subset of a real Hilbert space
H. Let T : C — K(C) be a set-valued mapping satisfying the condition (E). Then
I — T is demiclosed in zero.
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Definition 2.5. A bounded linear operator A on H is called strongly positive if there
exists 7 > 0 such that

(Az, z) > 7|, (z € H).

For a nonexpansive mapping T from a nonempty subset C' of H into itself a typical
problem is to minimize the quadratic function
. 1
min —
zEFiz(T) 2
over the set of all fixed points Fiz(T') of T (see [28]).
Lemma 2.6. ([28]) Let A be a strongly positive linear bounded self-adjoint operator
on H with coefficient ¥ > 0 and 0 < p < ||A||7L. Then ||I — pA|| <1 — p7.
For solving the equilibrium problem, we assume that the bifunction ® : ' xC — R
satisfies the following conditions:
(A1) @(z,z) =0 for all x € C,
(A2) ® is monotone, i.e., ®(z,y) + P(y,z) <0, for any z,y € C,
(A3) @ is upper-hemicontinuous, i.e., for each z,y, z € C,

(Az,x) — (z,b),

limsup ®(tz + (1 — t)z,y) < D(x,y),

t—0+
(A4) ®(zx,.) is convex and lower semicontinuous for each z € C.

Lemma 2.7. ([6]) Let C be a nonempty closed convexr subset of H and let @ be a
bifunction of C' x C into R satisfying (A1) — (A4). Let r > 0 and x € H. Then, there
exists z € C' such that

1

Lemma 2.8. ([17]) Assume that ® : C' x C' — R satisfies (A1) — (A4). Forr > 0 and
x € H, define a mapping S, : H = C as follows:

1

Then, the following holds:

(i) Sy is single valued;
(ii) S, is firmly nonexpansive, i.c., for any x,y € H,

||er - Sry||2 < <er - Sryaf - y>;

(ili) Fiz(S,) = EP(®);

(iv) EP(®) is closed and convez.

We also consider the following conditions for the bifunction ¥ : C' x C — R:

(B1) ¥(z,x) =0 for all x € C,

(B2) ¥ is pseudomonotone, i.e., U(z,y) > 0= U(y,z) <0, Ve,y € C

(B3) ¥ is Lipschitz-type continuous, i.e., there exist constants ¢; > 0 and ¢y > 0
such that ¥ (z,y)+¥(y, 2) > ¥(z, 2)—c1||z—y||>—c2|ly—2]|?, for all z,y, z € C,

(B4) ¥(x,.) be convex and subdifferentiable on C'.
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Lemma 2.9. ([4]) Let C be a nonempty closed convex subset of a real Hilbert spaces
H and let ¥ be a bifunction of C' x C into R satisfying (B1) — (B4). Let {xn},{zn},
and {wy,} be sequences generated by xog € C and by

wy, = argmin{, ¥(z,,w) + v —z,[?: weC},
zn = argmin{, U(wy,, z) + 3|z —2,|?: z€Ch

Let {\n} C [a,b] C (0, 1), where L = max{2cy,2c3}, then for each z* € EP(V),

20 —2*|? < llon —2* [ = (1= 2Xn e1) 2 — wal® = (1= 2Xn c2) Jwn — 21, Y > 0.
Lemma 2.10. ([40]) Assume that {a,} is a sequence of nonnegative real numbers
such that

an+1 < (]— - nn)an + nn(sn; n >0,

where {n,} is a sequence in (0,1) and {J,} s a sequence in R such that
(i) Z Tn = 00,
n=1

oo
(ii) limsup,, o 0n <0 or Z [0 | < 00

n=1
Then lim,,_, a, = 0.
Lemma 2.11. ([26]) Let {t,} be a sequence of real numbers such that there exists
a subsequence {n;} of {n} such that t,, < tn,11 for all i € N. Then there exists a
nondecreasing sequence {T(n)} C N such that 7(n) — co and the following properties
are satisfied by all (sufficiently large) numbers n € N:

tr(n) < tr(n)+1, tn < tr(n)+1-
In fact
T(n) = max{k <n:ty < try1}.
Lemma 2.12. ([10]) Let H be a Hilbert space and {x,} be a bounded sequence in H.

Then for any given {A\,}5>, C (0,1) with Z An = 1 and for any positive integer i, j
n=1

with 1 < j,

o0 o0
13" Azl < 37 Mallzall? = Aid s — 512,
n=1

n=1

3. ALGORITHM AND ITS CONVERGENCE ANALYSIS

In this section we combine viscosity approximation method with subgradient algo-
rithm to present a general algorithm for approximating the common element of the
set of solutions of a system of Ky Fan inequalities and the set of common fixed points
of an infinite family of quasi-nonexpansive set-valued mappings.

Theorem 3.1. Let C' be a nonempty closed convex subset of a real Hilbert space H
and ® : C x C — R be a bifunction satisfying (A1) — (A4) and let ¥ : C x C — R be
a bifunction satisfying (B1) — (B4). Let T; : C — CB(C), (i € N) be a sequence of
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quasi-nonexpansive set-valued mappings such that I —T; are demiclosed at 0, and T;
satisfies the common endpoint condition. Assume that

F= ﬁ Fiz(T;) N EP(®) N EP(T) # 0.

i=1

Suppose f is a contraction of C into itself with constant b € (0,1) and A is a strongly
positive bounded linear self-adjoint operator on H with coefficient 7 <1 and 0 <~y <
T. Let {z,} be sequence generated by xo € C and

Un = SV'nmna
wy, = argmin{ A, ¥(u,,w) + 3llw —u,||?: weC},

Vn = argmin{X, U(w,,u) + 3lu —u,|?: weC}, (3.1)

o)
Yn = Yn,0 Vn + E Tn,i Zn,is

i=1

Tpy1 = anYf(Yn) + (I — anA)yn, Vn >0,

where z, ; € Tivy. Let the sequences {an}, {rn}, { n} and {yn.:} satisfy the following
conditions:

(i) {an} C (0,1), limy, o ap, =0, Z a, = 00,

n=1
(ii) {rn} C (0,00), liminf, oo ry > 0,

(iii) {A} C [a,b] C (0, 1), where L = max{2c;, 22},

o0
(1V) nyn,i =1, lim lnfn%oo Yn,0Vn,i > 0.
i=0
Then, the sequence {x,} converges strongly to x* € F which solves the variational
inequality:

((A=~f)z*,z —x*) >0, Vo € F. (3.2)

Proof. First we note that Px(I — A+ ~f) is a contraction of C into itself. By the
Banach contraction principle there exists a unique element x* € C such that x* =
Pr(I — A+ ~f)x*. Next we show that {z,} is bounded. From firmly nonexpansivity
of the mapping S, (Lemma 2.8) and using z* = S, z*, we obtain that

[un = 2> = [1Sr, @0 = Spp 2™ || < [l — 2*||” = lun — znl|*. (3:3)
Utilizing Lemma 2.9, we have

v = 2*[* < Jlup = 2*[* = (1 = 2Xn e) lupn = wall* = (1 = 22 e2) Jwn — v ]| (3.4)



EQUILIBRIUM PROBLEMS AND SET-VALUED OPERATORS 199

Since T; are quasi-nonexpansive and satisfies the common endpoint condition, from
the convexity of ||.||> we have

o
Yn — T ={|Tn,0 Vn Yn,ifni — T
[ 12 = + 12
=1

oo
<Ynollvn — x*”2 + Z'Ynz”znz - $*||2
i=1

=n,ollvn — 2*]? + Z%,i dist(zp, i, Tyz*)?
P (3.5)

o0
<nollvn — 22+ Y vni b(Tivn, Tia*)?
=1

o0

<mollvn =12+ Y millvn —a*|?
=1

=vn —2*|?

Using inequalities (3.3),(3.4) and (3.5) we obtain that
[yn — 2| < [lzn — 27]].

Since lim a, = 0, we can assume that a,, € (0, ||A] ') for all n > 0. By Lemma 2.6

n—oo
we have ||I — ap Al <1 — a,7¥. This implies that

[2n1 — 2| = llan(vfyn — Az") + (I = anA)(yn — 27|
< anlvfyn — Az + 1 — anAllllyn — 27|
< any[fyn — f2* | 4 anllyfa™ — Az + (1 = an?)llyn — 27|
< anybllyn — 2" + anllyfa" — Az + (1 = an?)|yn — 27|
< (I =an(¥ =) w0 — 27| + anllyfz" — Az]].

By induction, we have

[Jn — 2" < max{[lzo — 2™, lvfa” — Az™||},

¥ —b

for all n € N. This implies that {z,} is bounded and we also obtain that {w,}, {yn}
and {f(yn)} are bounded. Next, we show that

lim dist(vy,, Tiv,) = 0.

n—oo



200

Indeed, by using Lemma 2.12 and inequalities (3.3) and (3.4) we have

lyn — 2|12

This implies that

MOHAMMAD ESLAMIAN

o0
=[[Yn,0 vn + Z'Vn,i Zni — a2

=1
oo
<mollvn — 2P+ S il —
1=1
oo
- Z’Yn,O’Yn,i”Vn - Zn,i||2
i=1
0
:771,0 |Vn - .’IJ*HQ + Z'Yn,l d28t<zn,z7 Ex*)2
=1
oo
- Z ’Yn,OVn,iHVn - Zn,i||2
1=1
oo
S ’Yn,OHVn - :L'*||2 + Z’yn,z h(TiVna Ex*)z
i=1
0
=D A 0vmillve = 2zl
=1
&)
<ollvn = 2+ 3 il — a2
1=1
oo
= Ynormillve — znal?
i=1

)
= ||Vn - x*HQ - Z’YH,O'Yn,i”Vn - Zn,i||2
=1 o

<llan — 12 = lln = 2al2 = 3 An0rmillvn — 20l

i=1
— (1 —=2), ) |Jun — wa||? — (1 = 22, c2)||wn — v ||?.

Znt1 = 2*[1* = llan(vfyn — Ax*) + (I — anA)(yn — 2*)|

< apllvfyn — Az*? + (1 = an7)?[lyn — 2*|?
+2an(1 = an¥) 17 fyn — Az™|llyn — 27 ||
< ap v fyn — Az*|? + (1 = ap7)?||lzn — ¥
+2a,(1 = ap¥) |7 fyn — Az™||[|2), — 27|

00
- (1 - anﬁ)Q Z Tn,0Vn,i

i=1
—(1— an7)2(1 —2X\pc1)lun — wnH2
—(1- a,ﬁ)Q(l =2\, ¢2)||wn — l/n||2.

|Vn - Zn,i||2 - (1 - anﬁ)QHUH - anQ

(3.6)

(3.7)
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So, we have
o0

Z(l - an7)27n,0’)/n,i||”n - Zn,i||2 < Hxn - :C*”Q - Hxn-‘rl -
=1

*“2
+2an(1 = an) |7 fym — Az*|[|z, —2*||  (3-8)
+a2||y fyn — Ax*|2.

From inequality (3.7) we have also the following inequality:

(1= an¥)?llen = unl®  <llwn — 2| = [J2n1 — 22

+2an (1 = an)[[7fyn — Az ||||lzn — 2| (3.9)
+apllvfyn — Azt

In order to prove that z,, — x* as n — oo, we consider two possible cases.

Case 1. Assume that {||z, — 2*||} is a monotone sequence. Since ||z, — z*|| is

bounded we have ||z, — z*|| is convergent. Since lim, o a, = 0 and {f(yn)} and
{z} are bounded, we have

2=0.

lim (1 - anﬁ)27n,07n,i||yn - Zn,i|
n— 00

From lim,, s @, = 0, we can assume that for some ¢ € (0,1), 0 < ¢ < (1 —a,%)?. By
assumption that liminf,, vy, 0vn,: > 0, we get that

lim (v — 2] = 0. (3.10)

n—

Using similar argument, from inequalities (3.7) and (3.9) we obtain that
lim |lup, —wy| = lim |Jw, —vp| = lim |z, —uy| = 0. (3.11)
n—00 n—00 n—00

This implies that
ILm lun — vnl = 0. (3.12)

By our assumption that z, ; € T;v,, we have

lim dist(v,, Tiv,) < lim ||vy — 2n4] = 0. (3.13)
n—oo n—oo

Next, we show that im sup,, oo (A= f)z*, 2*—x,) < 0, where z* = Pr(I—A+~f)a*

is a unique solution of the variational inequality (3.2). We can choose a subsequence

{zn,} of {z,} such that

lim ((A — v f)a*, 2" — zp,) = limsup((A — v f)z™, a* — ).

71— 00 n—oo
Since {an,} is bounded, there exists a subsequence {zy, } of {z,} which converges
weakly to z*. Without loss of generality, we can assume that z,, — z*. Since
limy, o0 ||Zn, — un|| = 0, we have u,, — z*. We show that z* € F. For proving this,
first we show that «* € EP(¥). Since ¥(x,.) is convex on C for each z € C, we see
that

1
wy, = argmin{\, ¥(u,,y) + §||y —up?: yeC}
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if and only if
1
0 € 05 (An W(un, y) + 51y = unl|*) (wn) + No(wn),
where N¢(wy,) is the (outward) normal cone of C' at w,, € C. This follows that

0=+ w, —u, + 2z,

where v € 99¥ (up, wy,) and z, € No(w,). By the definition of the normal cone N¢
we have

(W, — U, Y — Wy ) > Ap (v, Wy, — Y), Yy € C. (3.14)
Since ¥(u,,.) is subdifferentiable on C, by the well-known Moreau-Rockafellar theo-
rem [29], there exists v € U (uy,, wy,) such that

W(un,y) = W(up, wy) 2 (v,y —wy), VyeC.
Combining this with (3.14), we have
A (W (U, Y) — W (U, wn)) > (Wy — U, wn —y), Yy € C.

Hence )
\Il(unﬂy) 7W(un7awn7) > )\7<wn7 — Up; ) Wn, *y>7 VyG C.
n;
Since limy, oo ||, — wy|| = 0, we have that w,, — z*. Now by continuity of ¥ and
assumption that {\,} C [a,b] C (0, +) we have

U(z*,y) >0, Yy e C.
This implies that 2* € EP(¥). Let us show z* € EP(®). Since u,, = S, x, we have

1
D(Un,y) + — (Y — Un,Up — Zp) >0 Yy € C.

Tn
From (A2), we have
1
— (Y = Un, Up, — Tp) > Py, up),
Tn
therefore
Up,; — T,
<y — Un,, u> Z (I)<ya unL)
Uz
Since
Uni ZTni
T,

and u,, — x*, from (A4) we have
O(y,z") <0, Yy e C.
For t € (0,1) and y € C, let y; = ty + (1 — t)z*. Since y,z* € C, and C is convex we
have y; € C and hence ®(y;, 2*) < 0. So, from (A1) and (A4) we have
0=y, y:) <tP(y, y) + (1 = )P (ys, 2") < 1P (ys,y),

which gives ®(y:,y) > 0. From (A3) we have 0 < ®(z*,y),Vy € C and hence
x* € EP(®). From the demiclosedness of T; — I and using inequality (3.13) we get
that z* € (N2, Fixz(T;). Thus 2* € F. Since 2* = Pr(I — A+ ~f)z* and 2* € F, it
follows that
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lm supp oo ((A — v, 2 — ) =lim; oo (A —yf)z*, 2" — zp,)
=((A—vf)z*, 2" —z") < 0.
We note that in every Hilbert space H
o +ylI* < llz|* +2(y,z +y),  Va,yeH.
From this and ( 3.1) we have
Jnss = 21BN = and)(gn — 2% + 2an(7f g — A2, 3041 — 27)
<(1- an7)2”yn - 1'*”2 + 20, Y(fyn — f2*, Tny1 — %)
+ 2an (yfar* — Ax*, xpe1 — %)
< (1= an¥)?|len — 2*|* + 2anby|zn — 2*|[[lops1 — 27
+ 2an (yfa* — Ax* xpp1 — %)
<(1 = an¥)?|zn — 2| + anby(llon — 2* [ + ll2nsr — 2*[1?)
+2an (yfa* — Ax* xpp1 — )
=((1 = an¥)? + anby)llzn — 2*|* + anybllensr — 22
+2an (yfa* — Ax*, xp 1 — T¥).
This implies that

P < IR T b |2 4 R (0t — A, g — )

Hx""'l - 1—anvyb 1—an~yb
2(7—~b )2
=(1 - 22|z, — |2 + {222 |, — 22
+ 1_23:71, (vfor* — Ax* xpyy —2%)
2(7—~b
<(1 - X g, — o2

+ 2(¥—vb)an ((GWQ)M 4= 1 )<,.fo* _ Ax*,$n+1 o $*>

1—anyb \ 2(F—7b) ¥—7b
=(1—oy)llzn — x*||2 + Onln,
where M = sup{||z, — 2*||* : n >0}, 0, = % and
(anﬁz)M 1 *
— _ A * _ * .
M 2(7—’}/()) +7_7b<7f1' Ty Tpt1 T >
o0

It is easy to see that o, — 0, Z opn = 00 and limsup,, ,. 1, < 0. Hence, by Lemma
n=1

2.10 the sequence {z,,} converges strongly to x*.

Case 2. Assume that {||z, — 2*||} is not a monotone sequence. Then, we can define

an integer sequence {7(n)} for all n > ny (for some ng large enough) by

7(n) = max{k €e N;k <n:||zr — ™| < ||zr+1 — ||}
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Clearly, 7 is a nondecreasing sequence such that 7(n) — oo as n — oo and for all
n 2 no,

127y — ¥ < @7 ()41 — 2|
From (7) we obtain limy, oo dist(Vr(n, Tivr(n)) = 0, and limy, o0 |[tr(n) — Z7(n) || = 0.

Following an argument similar to that in Case 1 we have

27 (ny+1 — 21> < (1 = or@my)|@r ) — 217 + T () (n)

oo
where o(,) — 0, Z Or(n) = o0 and limsup,, ., 7rn) < 0. Hence, by Lemma 2.10,
n=1
we obtain lim, e [|27(n) —2*]| = 0 and limy, 00 [|27(n)+1 — 2*|| = 0. Thus by Lemma
2.11 we have

0 < fln — || < max{ sy — 2* . ln — 21} < |7 uyr — ]|

Therefore {x,} converges strongly to ©* = Pr(I — A + v f)z*, which complete the
proof.

Now, we intent to remove the common endpoint condition. For this work, let
T:C — P(C) be a set- valued mapping, we consider

Pr(z)={y e Tx: ||z —y| = dist(x,Tz)}, ze€C.

Theorem 3.2. Let C' be a nonempty closed convex subset of a real Hilbert space H.
Let T; : C — CB(C), (i € N) be a sequence of set- valued mappings such that Pr, are
quasi-nonexpansive and I — Pr, are demiclosed in 0. Let ®, ¥, f, A and F be as in
Theorem 8.1. Let {x,} be sequence generated by xg € C' and by

Unp = S’rnmna
wy, = argmin{ A, U (u,, w) + %Hw —upll?: wed},

Un = argmin{ A, U(w,,u) + %Hu —un|?: uedy, (3.15)

oS
Yn = Yn,0 Vn + E Tn,i Zn,is
=1

‘T""’l = an’)/f(yn) + (I - anA)yn, vn Z 0,

where z,; € Ppvy. Let the sequences {an}, {rn}, { A} and {yn.i} satisfy the condi-
tions of Theorem 3.1. Then, the sequence {x,} converges strongly to x* € F which
solves the variational inequality (3.2).

Proof. Let p € F, then Pr,(p) = {p}, (¢ € N). Now by substituting Pr, instead of Tj,
and similar argument as in the proof of Theorem 3.1, the desired result holds.
Remark 3.3. Theorem 3.1 and Theorem 3.2 generalize the result of Anh [3] from a
single valued nonexpansive mapping to an infinite family of quasi-nonexpansive set-
valued mappings. We also weaken or remove some control conditions on parameters.



EQUILIBRIUM PROBLEMS AND SET-VALUED OPERATORS 205

4. APPLICATION

In this section, we consider the particular equilibrium problem corresponding to
the function ¥ defined, for every z,y € C by ¥(z,y) = (F(z),y—x), with ' : C' — H.
Doing so, we obtain the classical variational inequality:

Findz € C suchthat (F(z),y—z) >0, vy € C.

The set of solutions of this problem is denoted by VI(F,C).

Theorem 4.1. Let C' be a nonempty closed conver subset of a real Hilbert space H
and @ : C x C — R be a bifunction satisfying (A1) — (A4) and let F : C — H be a
monotone and L- Lipschitz continuous operator on C. Let T; : C — K(C), (i € N)
be a sequence of set-valued mappings satisfying the condition (E) and the common
endpoint condition. Assume that F = ;o Fiz(T;)NEP(®)NVI(F,C) # 0. Suppose
f is a contraction of C into itself with constant b € (0,1) and A is a strongly positive
bounded linear self-adjoint operator on H with coefficient ¥ < 1 and 0 < v < %. Let
{z,} be sequence generated by xg € C' and

Up = Srnxvu
wy, = Po(un — A F(uy)),

Vp = P Up — )\nF Wn, 5
Yn = Yn,0 Vn + Z'Yn,i Zn,iy

=1
Tn+1 = avLVf(yn) + (I - anA)yna Vn >0,

where z, ; € Tivy,. Let the sequences {an}, {rn},{\n} and {vn i} satisfy the conditions
of Theorem 8.1. Then, the sequence {x,} converges strongly to x* € F which solves
the variational inequality (3.2).

Proof. Putting ¥(z,y) = (F(z),y — x), we have that

1
wy, = argmin{ A, U (u,,w) + §Hw —un|?: w€ O} = Po(un — A\ F(un)).
Since F' is a L-Lipshchitz continuous on C, we have

\Il(x’y) + \Il(yvz) - \II(ZWZ) = <F(.’E) - F(y)vy - Z>7 x,Y,z € C

Therefore
L
[(F(z) = F(y),y — 2)] < Lllz —ylllly — 2|l < 5(\\x*y\|2 +[ly — =11?),

hence V¥ satisfies Lischiptz-type continuous condition with ¢; = ¢y = % Since T;
satisfying the condition (E), we have T; are quasi-nonexpansive. From Lemma 2.5
we have that T; — I are demiclosed at 0. Now, applying Theorem 3.1, we obtain the
desired result.

Theorem 4.2. Let C' be a nonempty closed convex subset of a real Hilbert space Hand
let I be a function from C to H such that F' is monotone and L-Lipschitz continuous

on C. Let T; : C — K(C), (i € N) be a sequence of set-valued mappings satisfying
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the condition (E) and the common endpoint condition. Assume that

F =) Fiz(T;) N VI(F,C) # 0.
i=1
Suppose [ is a contraction of C into itself with constant b € (0,1). Let {z,} be
sequence generated by xo € C' and

Up = PC(-Tn - )\nF(xn))z

Vp = PC(xn - )\nF(un))a
> 4.2

Yn = Yn,0 Vn + Z/Vn,i Zn,is ( )
=1

Tn1 = anf(yn) + (1 - an)yru Vn > 0,

where zp; € Tivy,. Let the sequences {an}, {\n} and {vn:} satisfy the conditions of
Theorem 3.1. Then, the sequence {x,} converges strongly to x* € F which solves the
variational inequality:

(I - fla*,x—a*) >0, Vx € F.

Proof. Putting ® =0, A =1 and v =1 in Theorem 3.1 we obtain the desired result.
As an application of our main result we have the following strong convergence
theorem for an infinite family of set valued mappings, which is new, even in the case
of single valued mappings.
Theorem 4.3. Let C' be a nonempty closed conver subset of a real Hilbert space H
and Let T; : C — CB(C), (i € N) be a sequence of quasi-nonexpansive set-valued
mappings such that I —T; are demiclosed at 0, and T; satisfies the common endpoint
condition. Assume that F =\, Fiz(T;) # 0. Suppose f is a contraction of C into
itself with constant b € (0,1) and A is a strongly positive bounded linear self-adjoint
operator on H with coefficient ¥y <1 and 0 <y < I. Let {x,} and {y,} be sequences
generated by xo € C' and

o
Yn = Yn,0 Tn + E Tn,i Zn,is

i=1

Tn+l = PC(an'Yf(yn> + (I - anA)yn), Vn > 0,

where zy, ; € Tixy,. Let the sequences {ay} and {vn;} satisfy the conditions of Theorem
3.1. Then, the sequence {x,} converges strongly to x* € F which solves the variational
inequality (3.2).

Remark 4.4. Theorem 4.1 and Theorem 4.2 generalize the results of Anh [3], Anh,
Kim and Muu [5] and Petrusel and Yao [32] from a single valued nonexpansive map-
ping to an infinite family of set-valued mappings satisfying the condition (F). We
also weaken or remove some control conditions on parameters.

Remark 4.5. Theorem 4.3 generalize and improve the result of Dhompongsa,
Inthakon and Takahashi, [12]. Indeed, in [12], the authors presented an iterative
process to obtain a weak convergence theorem for a generalized nonexpansive single
valued mapping and a nonspreading mapping in Hilbert spaces (we note these class of

(4.3)
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mappings are quasi-nonexpansive). But in this paper we obtain a strong convergence
theorem for an infinite family of set-valued quasi-nonexpansive mappings.

4.1. Numerical example. Now, we supply an example to illustrate the main result
of this paper.

Example 4.6. We consider the nonempty closed convex subset C' = [0,2] of the
Hilbert space R. Define a family of mappings T; as follows:

z [0,%], =#2 i—2 .
Ti(z) = [>, 2], To(x) =4 27 T;(z) = [0, - z], i=3,4,5,...
@=lel B@={ 8 00, =05
It is easy to see that 77 is nonexpansive, T5 satisfy the condition (E) and T;, i =
3,4,5, ... are nonexpansive. We define a bifunction ® as follows:
d:CxC—=R

O(x,y) = y* + 2y — 222
It is easy to see that ® satisfies the conditions (A1) — (A4). If we put r,, = 1, then

n =S, Tn = gotg = 5, (for details, see [36]).
Put Y0 = Va1 = Yn2 = £, Vni = %7(1._12)2,(1' =3,4,5,...) and a, = 1. (We
0 2
note that Z o= %) Then these sequences satisfy conditions of Theorem 3.1. We
=1
put f(z) = 5,y =1, A=1 and F = 0. Taking zo = % and z,1 = ¥,2z,2 = § and
Zni = z f ,(1=3,4,5,...), we have the following algorithm:

Ly — Zn
3r,+1 4 ?

_ un un _ 1172460
yn + + + 57-(2 un - 100772 x’na

2
P = 524 2 = () (),

Up = Sy, Tp =

We observe that x,, is convergent to zero. We note that

F= ﬂan: )N EP(®) = {0}.
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