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#### Abstract

In this study, a boundary value problem is worked out for fractional differential equations on the half line. Here, some results on the existence of positive solutions are obtained for the fractional boundary value problem and its monotone iterative scheme is established by using the monotone iterative technique. Key Words and Phrases: infinitive interval, boundary value problem, monotone iterative technique, fixed point. 2010 Mathematics Subject Classification: 34B10, 34B18.


## 1. Introduction

Fractional calculus is a field of mathematical analysis, which deals with the investigation and applications of integrals and derivatives of an arbitrary order. In fact, fractional calculus has numerous applications in various disciplines of science, engineering, economy, and other fields; see for instance, the monographs of Kilbas et al. [7], Podlubny [15], and Samko et al.[16] are commonly cited for the theory of fractional derivatives and integral and applications to differential equations of fractional order.

Recently, boundary value problems of fractional-order differential equations have been extensively investigated and a variety of results on the topic has been established. A great deal of work on fractional boundary value problems involves local/nonlocal boundary conditions. Much attention has been focused on the study of the existence and multiplicity of solutions or positive solutions for boundary value problems. For more details, we refer the reader to [2], [3], [4], [5], [6], [12], [14] and the references therein. However, to our knowledge, it is rare for work to be done on solutions of fractional differential equations on the half-line (see [1], [8], [9], [10], [11], [13], [17], [18], [19]). For example, Su and Zhang in [17] studied the following fractional boundary value problem

$$
\begin{cases}D_{0^{+}}^{\alpha} u(t)=f\left(t, u(t), D_{0^{+}}^{\alpha-1} u(t)\right), & t \in J:=[0,+\infty), \\ u(0)=0, \quad D_{0^{+}}^{\alpha-1} u(+\infty)=u_{\infty}, & u_{\infty} \in \mathbb{R},\end{cases}
$$

where $1<\alpha \leq 2, f \in C[J \times \mathbb{R} \times \mathbb{R}, \mathbb{R}], D_{0^{+}}^{\alpha}$ and $D_{0^{+}}^{\alpha-1}$ are the standard RiemannLiouville fractional derivatives and $D_{0^{+}}^{\alpha-1} u(\infty):=\lim _{t \rightarrow+\infty} D_{0^{+}}^{\alpha-1} u(t)$.

In [8], Liang and Zhang considered the existence of three positive solutions for the following $m$-point fractional boundary value problem on an infinite interval

$$
\left\{\begin{array}{l}
D_{0+}^{\alpha} u(t)+a(t) f(u(t))=0, \quad 0<t<+\infty \\
u(0)=u^{\prime}(0)=0, \quad D^{\alpha-1} u(+\infty)=\sum_{i=1}^{m-2} \beta_{i} u\left(\xi_{i}\right),
\end{array}\right.
$$

where $2<\alpha<3, D_{0^{+}}^{\alpha}$ is the standard Riemann-Liouville fractional derivative, $0<\xi_{1}<\xi_{2}<\ldots<\xi_{m-2}<+\infty, \beta_{i} \geq 0(i=1,2, \ldots, m-2)$ satisfying

$$
0<\sum_{i=1}^{m-2} \beta_{i} \xi_{i}^{\alpha-1}<\Gamma(\alpha)
$$

The method involves applications of a fixed point theorem due to Leggett-Williams.
In [11], Liu and Jia investigated the following nonlocal boundary value problem for fractional differential equation of the form

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\alpha}\left[p(t) u^{\prime}(t)\right]+q(t) f(t, u(t))=0, \quad t>0 \\
p(0) u^{\prime}(0)=0 \\
\lim _{t \rightarrow \infty} u(t)=\int_{0}^{\infty} g(s) u(s) d s
\end{array}\right.
$$

where ${ }^{c} D_{0^{+}}^{\alpha}$ is the standard Caputo fractional derivative, $0<\alpha<1$ is a constant, $f, g, p$ and $q$ are given functions. Applying the fixed point theory and the upper and lower solutions method, a new result on the existence of at least three distinct nonnegative solutions under some conditions was established.

In [1], Agarwal et al. discussed the existence of solutions for the boundary value problems (BVP for short) for fractional order differential equations of the form

$$
\left\{\begin{array}{l}
D^{\alpha} y(t)=f(t, y(t)), \quad \text { for each } t \in J:=[0,+\infty), 1<\alpha \leq 2, \\
y(0)=0, \mathrm{y} \text { is bounded on }[0,+\infty)
\end{array}\right.
$$

where $D^{\alpha}$ is the Riemann-Liouville fractional derivative, $f: J \times \mathbb{R} \rightarrow \mathbb{R}$ is a given function. Results are based on the nonlinear alternative of Leray-Schauder type combined with the diagonalization method.

In this paper, we are concerned with the following boundary value problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} x(t)+f(t, x(t))=0, \quad t \in(0,+\infty)  \tag{1.1}\\
\lim _{t \rightarrow 0} t^{2-\alpha} x(t)=\lim _{t \rightarrow \infty} D_{0^{+}}^{\alpha-1} x(t)=\int_{0}^{\infty} g(s) x(s) d s
\end{array}\right.
$$

where $1<\alpha<2, D_{0^{+}}^{\alpha}$ is the standard Riemann-Liouville fractional derivative of order $\alpha$.

We assume that the following conditions hold:
(H1) $f \in \mathcal{C}[(0,+\infty) \times[0,+\infty),[0,+\infty)], f$ may be singular at $t=0$ and $f(t, 0) \not \equiv 0$ on any subinterval of $(0,+\infty)$;
(H2) $g \in L^{1}([0,+\infty))$ and

$$
\int_{0}^{\infty} g(s)\left[\frac{s^{\alpha-1}}{\Gamma(\alpha)}+s^{\alpha-2}\right] d s<1
$$

Our goal is to establish the existence results of unbounded (positive) solutions for the fractional boundary value problem on the half-line. By applying the monotone iterative technique, the existence of positive solutions under some conditions was established and successive iterative schemes for approximating solutions were obtained. Here, we do not require the existence of lower and upper solutions.

## 2. Preliminaries

In this section, we give some basic definitions and lemmas which are useful for the presentation of our main result.
Definition 2.1. [7, 15] The Riemann Liouville fractional integral of order $\alpha \in \mathbb{R}^{+}$ for a function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
I_{0^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s
$$

provided that the right hand side is pointwise defined on $(0,+\infty)$.
Definition 2.2. [7, 15] The Riemann-Liouville fractional derivative of order $\alpha>0$ for a function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
D_{0^{+}}^{\alpha} f(t)=\left(\frac{d}{d t}\right)^{n} I_{0^{+}}^{n-\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{0}^{t}(t-s)^{n-\alpha-1} f(s) d s
$$

where $n$ is the smallest integer greater than or equal to $\alpha$, provided that the right-hand side is defined pointwise.
Lemma 2.3. [7] The equality $D_{0^{+}}^{\gamma} I_{0^{+}}^{\gamma} f(t)=f(t)$ with $\gamma>0$ holds for $f \in L^{1}(0,1)$.
Lemma 2.4. [7] Let $\alpha>0$. If we assume $u \in C(0,1) \cap L(0,1)$, then the fractional differential equation

$$
D_{0^{+}}^{\alpha} u=0
$$

has a unique solution $u(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}, c_{i} \in \mathbb{R}, i=1, \ldots, n$, where $n$ is the smallest integer greater than or equal to $\alpha$.
Lemma 2.5. [7] Let $u \in C(0,1) \cap L(0,1)$ with a fractional derivative of order $\alpha$ ( $\alpha>0$ ) that belongs to $C(0,1) \cap L(0,1)$. Then

$$
I_{0^{+}}^{\alpha} D_{0^{+}}^{\alpha} u(t)=u(t)+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}
$$

for some $c_{i} \in \mathbb{R}, i=1, \ldots, n$, where $n$ is the smallest integer greater than or equal to $\alpha$.
Lemma 2.6. [7] Let $\alpha>0$ then
(i) If $\mu>-1, \mu \neq \alpha-i$ with $i=1,2, \ldots,[\alpha]+1, t>0$ then

$$
D_{0^{+}}^{\alpha} t^{\mu}=\frac{\Gamma(\mu+1)}{\Gamma(\mu-\alpha+1)} t^{\mu-\alpha}
$$

(ii) For $i=1,2, \ldots,[\alpha]+1$, we have $D_{0^{+}}^{\alpha}+^{\alpha-i}=0$.

Let $\mathcal{C}(0,+\infty)$ be the set of all continuous functions on $(0,+\infty)$. Choose $\sigma>-1$ and

$$
X=\left\{x \in \mathcal{C}(0,+\infty): \frac{t^{2-\alpha}}{1+t^{\sigma+2}} x(t) \text { is bounded on }(0,+\infty)\right\}
$$

For $x \in X$, define the norm by

$$
\|x\|=\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}|x(t)| .
$$

It is easy to show that $X$ is a real Banach space. Also we define the cone $P \subset X$ as follows:

$$
P=\{x \in X: x(t) \geq 0, t \in(0,+\infty)\} .
$$

For the sake of convenience, let us set

$$
\begin{gathered}
L=\frac{1}{\psi \Gamma(\alpha)}\left(1+\int_{0}^{\infty} t^{\alpha-1} g(t) d t\right), \quad N=\frac{2 L \Gamma\left(\sigma_{1}+1\right)}{k^{\sigma_{1}+1}} \\
\psi=1-\int_{0}^{\infty} g(s)\left(\frac{s^{\alpha-1}}{\Gamma(\alpha)}+s^{\alpha-2}\right) d s
\end{gathered}
$$

Lemma 2.7. Suppose that $h:(0,+\infty) \rightarrow \mathbb{R}$ is a given function satisfying that there exist numbers $k, M>0$ and $\sigma>-1$ with $|h(t)| \leq M t^{\sigma} e^{-k t}$. Then $x \in X$ is a solution of the problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} x(t)+h(t)=0, \quad t \in(0,+\infty)  \tag{2.1}\\
\lim _{t \rightarrow 0} t^{2-\alpha} x(t)=\lim _{t \rightarrow \infty} D_{0^{+}}^{\alpha-1} x(t)=\int_{0}^{\infty} g(s) x(s) d s
\end{array}\right.
$$

if and only if $x \in X$ and

$$
x(t)=\int_{0}^{\infty} G(t, s) h(s) d s
$$

Here,

$$
\begin{equation*}
G(t, s)=G_{0}(t, s)+G_{1}(t, s) \tag{2.2}
\end{equation*}
$$

where

$$
G_{0}(t, s)=\frac{1}{\Gamma(\alpha)} \begin{cases}t^{\alpha-1}-(t-s)^{\alpha-1}, & 0 \leq s \leq t \leq+\infty \\ t^{\alpha-1}, & 0 \leq t \leq s \leq+\infty\end{cases}
$$

and

$$
G_{1}(t, s)=\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \frac{1}{\psi} \int_{0}^{\infty} G_{0}(t, s) g(t) d t
$$

Obviously, $G(t, s)$ is continuous and $G(t, s) \geq 0$ for $(t, s) \in(0,+\infty) \times(0,+\infty)$.
Proof. We may apply Lemma 2.5 to reduce BVP (2.1) to an equivalent integral equation

$$
\begin{equation*}
x(t)=-I^{\alpha} h(t)-c_{1} t^{\alpha-1}-c_{2} t^{\alpha-2}, \tag{2.3}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. Since

$$
\begin{equation*}
\left|t^{2-\alpha} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s\right| \leq t^{\sigma+2} M \int_{0}^{1}(1-\tau)^{\alpha-1} \tau^{\sigma} d \tau \rightarrow 0, t \rightarrow 0 \tag{2.4}
\end{equation*}
$$

and from (2.3), we have

$$
t^{2-\alpha} x(t)=-t^{2-\alpha} I^{\alpha} h(t)-c_{1} t-c_{2}
$$

together with the given boundary condition in (2.1), we find that

$$
c_{2}=-\int_{0}^{\infty} g(s) x(s) d s
$$

Since

$$
\begin{equation*}
\left|\int_{0}^{\infty} h(s) d s\right| \leq \frac{M}{k^{\sigma+1}} \int_{0}^{\infty} \tau^{\sigma} e^{-\tau} d \tau=\frac{M}{k^{\sigma+1}} \Gamma(\sigma+1) \tag{2.5}
\end{equation*}
$$

and

$$
D_{0^{+}}^{\alpha-1} x(t)=-I^{1} h(t)-c_{1} \Gamma(\alpha)
$$

Then, boundary condition in (2.1) implies $c_{1}=-\frac{1}{\Gamma(\alpha)}\left[I^{1} h(\infty)+\int_{0}^{\infty} g(s) x(s) d s\right]$.
Substituting the values of $c_{1}$ and $c_{2}$ into (2.3) gives

$$
\begin{equation*}
x(t)=-I^{\alpha} h(t)+\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \int_{0}^{\infty} g(s) x(s) d s+\frac{t^{\alpha-1}}{\Gamma(\alpha)} I^{1} h(\infty) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{align*}
\int_{0}^{\infty} g(s) x(s) d s & =\frac{1}{1-\int_{0}^{\infty} g(s)\left[\frac{s^{\alpha-1}}{\Gamma(\alpha)}+s^{\alpha-2}\right] d s}\left(-\int_{0}^{\infty} g(s) I^{\alpha} h(s) d s\right.  \tag{2.7}\\
& \left.+\int_{0}^{\infty} h(\tau) d \tau \int_{0}^{\infty} \frac{g(s) s^{\alpha-1}}{\Gamma(\alpha)} d s\right)
\end{align*}
$$

Substituting (2.7) into (2.6), we have

$$
\begin{align*}
x(t)= & -\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s+\frac{t^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{\infty} h(s) d s \\
& -\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \frac{1}{\psi} \frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} h(s) \int_{s}^{\infty} g(t)(t-s)^{\alpha-1} d t d s  \tag{2.8}\\
& +\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \frac{1}{\psi} \int_{0}^{\infty} h(s) d s \int_{0}^{\infty} g(s) \frac{s^{\alpha-1}}{\Gamma(\alpha)} d s \\
& =\int_{0}^{\infty} G(t, s) h(s) d s
\end{align*}
$$

where $G(t, s)$ is defined by (2.2). It is easy to show that $G(t, s) \geq 0$ for $(t, s) \in$ $(0,+\infty) \times(0,+\infty)$. Now, we prove $x \in X$. From (2.8) together with $|h(t)| \leq M t^{\sigma} e^{-k t}$, we know that $x \in \mathcal{C}(0,+\infty)$. Observe that

$$
\frac{t^{2-\alpha}}{1+t^{\sigma+2}}|x(t)|=\left|\int_{0}^{\infty} \frac{t^{2-\alpha}}{1+t^{\sigma+2}} G(t, s) h(s) d s\right|
$$

One see that

$$
\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G(t, s)=\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G_{0}(t, s)+\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G_{1}(t, s)
$$

Then

$$
\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G_{0}(t, s) \leq \frac{t}{\Gamma(\alpha)\left(1+t^{\sigma+2}\right)} \leq \frac{1}{\Gamma(\alpha)}
$$

and

$$
\begin{aligned}
\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G_{1}(t, s) & \leq\left[\frac{t}{\Gamma(\alpha)\left(1+t^{\sigma+2}\right)}+\frac{1}{1+t^{\sigma+2}}\right] \frac{1}{\psi} \int_{0}^{\infty} G_{0}(t, s) g(t) d t \\
& \leq\left[\frac{1}{\Gamma(\alpha)}+1\right] \frac{1}{\psi}\left(\int_{0}^{s} \frac{t^{\alpha-1}}{\Gamma(\alpha)} g(t) d t+\int_{s}^{\infty} \frac{\left[t^{\alpha-1}-(t-s)^{\alpha-1}\right]}{\Gamma(\alpha)} g(t) d t\right) \\
& \leq\left[\frac{1}{\Gamma(\alpha)}+1\right] \frac{1}{\psi} \int_{0}^{\infty} \frac{t^{\alpha-1}}{\Gamma(\alpha)} g(t) d t .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
\frac{t^{2-\alpha}}{1+t^{\sigma+2}} G(t, s) & \leq \frac{1}{\Gamma(\alpha)}+\left[\frac{1}{\Gamma(\alpha)}+1\right] \frac{1}{\psi} \int_{0}^{\infty} \frac{t^{\alpha-1}}{\Gamma(\alpha)} g(t) d t \\
& \leq \frac{1}{\psi \Gamma(\alpha)}\left(1+\int_{0}^{\infty} t^{\alpha-1} g(t) d t\right) \tag{2.9}
\end{align*}
$$

So, we obtain

$$
\begin{aligned}
\frac{t^{2-\alpha}}{1+t^{\sigma+2}}|x(t)| & =\left|\int_{0}^{\infty} \frac{t^{2-\alpha}}{1+t^{\sigma+2}} G(t, s) h(s) d s\right| \\
& \leq L\left|\int_{0}^{\infty} h(s) d s\right| \\
& \leq \frac{L M}{k^{\sigma+1}} \Gamma(\sigma+1) .
\end{aligned}
$$

Hence, $x \in X$. Conversely, if $x \in X$ satisfies (2.8), then we can show easily that $x \in X$ and satisfies (2.1). The proof is completed.

Let us define an operator $A$ on $P$ by

$$
(A x)(t)=\int_{0}^{\infty} G(t, s) f(s, x(s)) d s
$$

Observe that the BVP (1.1) has a solution if and only if the operator $A$ has a fixed point.
Lemma 2.8. Assume that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold and $f$ satisfies that

- for each $r>0$ there exist constants $k, M_{r}>0$ and $\sigma_{1} \in(-1, \sigma)$ such that

$$
0 \leq f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} x\right) \leq M_{r} t^{\sigma_{1}} e^{-k t} \text { for all } t \in(0,+\infty),|x| \leq r
$$

Then $A: P \rightarrow P$ is well defined and completely continuous.
Proof. We divide the proof into several steps.
Step 1. We prove that $A: P \rightarrow P$ is well defined and maps bounded sets into bounded sets. For $x \in P$, we find $x(t) \geq 0$ for all $t \in(0,+\infty)$ and there exists $r \geq 0$ such that

$$
\|x\|=\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}|x(t)| \leq r .
$$

Then there exist constants $\sigma_{1} \in(-1, \sigma)$ and $M_{r}>0$ such that

$$
0 \leq f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} \frac{t^{2-\alpha}}{1+t^{\sigma+2}} x\right) \leq M_{r} t^{\sigma_{1}} e^{-k t} \text { for all } t \in(0,+\infty),\|x\| \leq r
$$

Since $f$ is nonnegative together with Lemma 2.7, we know that $A x(t) \geq 0$ for all $t \in(0,+\infty)$. From the definition of $A$, we have $A x \in \mathcal{C}(0,+\infty)$.
On the other hand, from (2.9)

$$
\begin{aligned}
\|(A x)\| & =\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}\left|\int_{0}^{\infty} G(t, s) f(s, x(s)) d s\right| \\
& \leq L \int_{0}^{\infty} f(s, x(s)) d s \\
& \leq L M_{r} \int_{0}^{\infty} s^{\sigma_{1}} e^{-k s} d s<+\infty
\end{aligned}
$$

So $A x \in P$ and $A: P \rightarrow P$ is well defined. Similarly, it is easy to show that $A$ maps bounded sets into bounded sets.
Step 2. Now we show that the operator $A$ is continuous.
We consider $\left\{x_{n}\right\}_{n=1}^{\infty} \subset P$ such that $x_{n} \rightarrow x$ as $n \rightarrow \infty$. Then there exists $r>0$ such that $\max _{n \in \mathbb{N} \backslash\{0\}}\left\{\left\|x_{n}\right\|,\|x\|\right\} \leq r$ together with

$$
0 \leq f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} \frac{t^{2-\alpha}}{1+t^{\sigma+2}} x\right) \leq M_{r} t^{\sigma_{1}} e^{-k t} \text { for all } t \in(0,+\infty)
$$

Thus,

$$
\left|\int_{0}^{+\infty} f\left(s, x_{n}(s)\right) d s-\int_{0}^{+\infty} f(s, x(s)) d s\right| \leq 2 M_{r} \int_{0}^{\infty} s^{\sigma_{1}} e^{-k s} d s<+\infty
$$

By the Lebesgue dominated convergence theorem, we have

$$
\left|\int_{0}^{+\infty} f\left(s, x_{n}(s)\right) d s-\int_{0}^{+\infty} f(s, x(s)) d s\right| \rightarrow 0, n \rightarrow+\infty
$$

Therefore, by (2.9), we have

$$
\begin{aligned}
& \left\|\left(A x_{n}\right)-(A x)\right\| \\
& =\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}\left|\int_{0}^{\infty} G(t, s) f\left(s, x_{n}(s)\right) d s-\int_{0}^{\infty} G(t, s) f(s, x(s)) d s\right| \\
& \leq L\left|\int_{0}^{\infty} f\left(s, x_{n}(s)\right) d s-\int_{0}^{\infty} f(s, x(s)) d s\right| \\
& \rightarrow 0, n \rightarrow+\infty
\end{aligned}
$$

Hence $A$ is a continuous operator. Recall that $\Omega \subset X$ is relatively compact if
(i) it is bounded,
(ii) $\frac{t^{2-\alpha}}{1+t^{\sigma+2}} \Omega$ is equicontinuous on any closed subinterval $[a, b]$ of $(0,+\infty)$,
(iii) $\frac{t^{2-\alpha}}{1+t^{\sigma+2}} \Omega$ is equiconvergent at $t=0$ and $t=\infty$.

Step 3. Let $\Omega=\{x \in P:\|x\| \leq r\}$ be a bounded set in $P$. We prove that $A$ is an equicontinuous operator on any closed subinterval of $(0,+\infty)$. For $x \in \Omega$, we have

$$
\|x\|=\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}|x(t)| \leq r .
$$

Then there exist constants $\sigma_{1} \in(-1, \sigma)$ and $M_{r}>0$ such that

$$
0 \leq f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} \frac{t^{2-\alpha}}{1+t^{\sigma+2}} x\right) \leq M_{r} t^{\sigma_{1}} e^{-k t} \text { for all } t \in(0,+\infty),\|x\| \leq r
$$

For $[a, b] \subset(0,+\infty), t_{1}, t_{2} \in[a, b]$ with $t_{1}<t_{2}$, we can get

$$
\begin{aligned}
& \mid \left.\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} A x\left(t_{2}\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} A x\left(t_{1}\right) \right\rvert\, \\
& \leq M_{r} \int_{0}^{+\infty}\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} G\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
& \leq M_{r} \int_{0}^{+\infty}\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
&+M_{r} \int_{0}^{+\infty}\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} G_{1}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{1}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
& \leq M_{r} \int_{0}^{+\infty}\left|\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
&+M_{r} \int_{0}^{+\infty}\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
&+M_{r} \frac{1}{\psi} \int_{0}^{\infty} G_{0}(t, s) g(t) d t \\
& \quad \times\left|\left(\frac{t_{2}}{\Gamma(\alpha)\left(1+t_{2}^{\sigma+2}\right)}+\frac{1}{1+t_{2}^{\sigma+2}}\right)-\left(\frac{t_{1}}{\Gamma(\alpha)\left(1+t_{1}^{\sigma+2}\right)}+\frac{1}{1+t_{1}^{\sigma+2}}\right)\right| \\
& \quad \times \int_{0}^{+\infty} s^{\sigma_{1}} e^{-k s} d s .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& \int_{0}^{+\infty}\left|\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
& \leq\left(\int_{0}^{t_{1}}+\int_{t_{1}}^{t_{2}}+\int_{t_{2}}^{+\infty}\right)\left|\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \\
& =\int_{0}^{t_{1}} \frac{t_{1}^{2-\alpha}\left|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)+\left(t_{1}-s\right)^{\alpha-1}-\left(t_{2}-s\right)^{\alpha-1}\right|}{1+t_{1}^{\sigma+2}} s^{\sigma_{1}} e^{-k s} d s \\
& \quad+\int_{t_{1}}^{t_{2}} \frac{t_{1}^{2-\alpha}\left|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)-\left(t_{2}-s\right)^{\alpha-1}\right|}{1+t_{1}^{\sigma+2}} s^{\sigma_{1}} e^{-k s} d s \\
& \quad+\int_{t_{2}}^{+\infty} \frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} s^{\sigma_{1}} e^{-k s} d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{0}^{t_{1}} s^{\sigma_{1}} e^{-k s} d s \\
& +\int_{0}^{t_{1}} \frac{t_{1}^{2-\alpha}\left|\left(t_{1}-s\right)^{\alpha-1}-\left(t_{2}-s\right)^{\alpha-1}\right|}{1+t_{1}^{\sigma+2}} s^{\sigma_{1}} e^{-k s} d s \\
& +\frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{t_{1}}^{t_{2}} s^{\sigma_{1}} e^{-k s} d s+\int_{t_{1}}^{t_{2}} \frac{t_{1}^{2-\alpha}(1-s)^{\alpha-1}}{1+t_{1}^{\sigma+2}} s^{\sigma_{1}} e^{-k s} d s \\
& +\frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{t_{2}}^{+\infty} s^{\sigma_{1}} e^{-k s} d s \\
\leq & \frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{0}^{t_{1}} s^{\sigma_{1}} e^{-k s} d s+\frac{t_{1}^{2-\alpha}\left(t_{2}-t_{1}\right)^{\alpha-1}}{1+t_{1}^{\sigma+2}} \int_{0}^{t_{1}} s^{\sigma_{1}} e^{-k s} d s \\
& +\frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{t_{1}}^{t_{2}} s^{\sigma_{1}} e^{-k s} d s+\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} \int_{t_{1}}^{t_{2}}(1-s)^{\alpha-1} s^{\sigma_{1}} e^{-k s} d s \\
& +\frac{t_{1}^{2-\alpha}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{1+t_{1}^{\sigma+2}} \int_{t_{2}}^{+\infty} s^{\sigma_{1}} e^{-k s} d s .
\end{aligned}
$$

Hence,

$$
\int_{0}^{+\infty}\left|\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{1}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \rightarrow 0, t_{1} \rightarrow t_{2}
$$

and

$$
\int_{0}^{+\infty}\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} G_{0}\left(t_{2}, s\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} G_{0}\left(t_{2}, s\right)\right| s^{\sigma_{1}} e^{-k s} d s \rightarrow 0, t_{1} \rightarrow t_{2}
$$

Thus, we can get

$$
\left|\frac{t_{2}^{2-\alpha}}{1+t_{2}^{\sigma+2}} A x\left(t_{2}\right)-\frac{t_{1}^{2-\alpha}}{1+t_{1}^{\sigma+2}} A x\left(t_{1}\right)\right| \rightarrow 0, t_{1} \rightarrow t_{2}
$$

Consequently, $A \Omega$ is equicontinuous on $(0,+\infty)$.
Next, we show that operator $A: P \rightarrow P$ is an equiconvergent operator at infinity. For each $x \in \Omega$, we have

$$
\int_{0}^{+\infty} f(s, x(s)) d s \leq M_{r} \int_{0}^{+\infty} s^{\sigma_{1}} e^{-k s} d s<+\infty
$$

and

$$
\begin{gathered}
\left|\frac{t^{2-\alpha}}{1+t^{\sigma+2}} A x(t)\right| \leq \frac{1}{\Gamma(\alpha)} \frac{t^{\sigma_{1}+2}}{1+t^{\sigma+2}} M_{r} \int_{0}^{1}(1-\tau)^{\alpha-1} \tau^{\sigma_{1}} d \tau+\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}} \frac{M_{r}}{k^{\sigma_{1}+1}} \Gamma\left(\sigma_{1}+1\right) \\
\quad+\left(\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}}+\frac{1}{1+t^{\sigma+2}}\right) \frac{1}{\psi} \int_{0}^{\infty} g(s) \frac{s^{\alpha-1}}{\Gamma(\alpha)} d s \frac{M_{r}}{k^{\sigma_{1}+1}} \Gamma\left(\sigma_{1}+1\right) .
\end{gathered}
$$

The right-hand side of the above inequality tends to 0 uniformly as $t \rightarrow+\infty$. Thus $A \Omega$ is equiconvergent at infinity.

Finally, we prove that operator $A: P \rightarrow P$ is an equiconvergent operator at 0 .

$$
\begin{aligned}
& \left|\frac{t^{2-\alpha}}{1+t^{\sigma+2}} A x(t)-\frac{1}{\psi} \int_{0}^{\infty}\left(\int_{0}^{\infty} G_{0}(t, s) g(t) d t\right) f(s, x(s)) d s\right| \\
& \leq \\
& \frac{1}{\Gamma(\alpha)} \frac{t^{\sigma_{1}+2}}{1+t^{\sigma+2}} M_{r} \int_{0}^{1}(1-\tau)^{\alpha-1} \tau^{\sigma_{1}} d \tau+\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}} \frac{M_{r}}{k^{\sigma_{1}+1}} \Gamma\left(\sigma_{1}+1\right) \\
& \quad+\left|\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}}+\frac{1}{1+t^{\sigma+2}}-1\right| \frac{1}{\psi} \int_{0}^{\infty}\left(\int_{0}^{\infty} G_{0}(t, s) g(t) d t\right) f(s, x(s)) d s \\
& \leq \\
& \frac{1}{\Gamma(\alpha)} \frac{t^{\sigma_{1}+2}}{1+t^{\sigma+2}} M_{r} \int_{0}^{1}(1-\tau)^{\alpha-1} \tau^{\sigma_{1}} d \tau+\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}} \frac{M_{r}}{k^{\sigma_{1}+1}} \Gamma\left(\sigma_{1}+1\right) \\
& \quad+\left|\frac{1}{\Gamma(\alpha)} \frac{t}{1+t^{\sigma+2}}+\frac{1}{1+t^{\sigma+2}}-1\right| \frac{1}{\psi} \int_{0}^{\infty} g(s) \frac{s^{\alpha-1}}{\Gamma(\alpha)} d s \frac{M_{r}}{k^{\sigma_{1}+1}} \Gamma\left(\sigma_{1}+1\right) .
\end{aligned}
$$

The right-hand side of the above inequality tends to 0 uniformly as $t \rightarrow 0$. Then $A \Omega$ is equiconvergent at 0 .

Thus, $A$ is completely continuous. The proof is completed.

## 3. Main Result

In this section, we deal with the existence of positive solutions for the problem (1.1). Theorem 3.1. Assume that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold, and there exist $\sigma_{1} \in(-1, \sigma)$ and $d>0, k>0$ satisfying the following conditions:
(H3) $f\left(t, u_{0}\right) \leq f\left(t, \overline{u_{0}}\right)$, for any $t \in(0,+\infty), 0 \leq u_{0} \leq \overline{u_{0}}$;
(H4) $f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} u_{0}\right) \leq \frac{d}{N} t^{\sigma_{1}} e^{-k t},\left(t, u_{0}\right) \in(0,+\infty) \times[0, d]$.
Then the BVP (1.1) has maximal and minimal positive solutions $w^{*}$ and $v^{*}$ on $(0,+\infty)$, such that

$$
0<\left\|w^{*}\right\| \leq d, \quad 0<\left\|v^{*}\right\| \leq d
$$

Moreover, for initial values $w_{0}(t)=d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right], v_{0}(t)=0, t \in(0,+\infty)$, define the iterative sequences $w_{n}$ and $v_{n}$ by

$$
w_{n}=A w_{n-1}=A^{n} w_{0}, \quad v_{n}=A v_{n-1}=A^{n} v_{0}
$$

then

$$
\lim _{n \rightarrow \infty} w_{n}=\lim _{n \rightarrow \infty} A^{n} w_{0}=w^{*}, \quad \lim _{n \rightarrow \infty} v_{n}=\lim _{n \rightarrow \infty} A^{n} v_{0}=v^{*} .
$$

Proof. By Lemma 2.8, $A: P \rightarrow P$ is completely continuous. For any $x_{1}, x_{2} \in P$ with $x_{1} \leq x_{2}$, from the definition of $A$ and (H3), we know that $A x_{1} \leq A x_{2}$. Let $P_{d}=\{x \in P:\|x\| \leq d\}$. Next, we show that $A: P_{d} \rightarrow P_{d}$. If $x \in P_{d}$, then $\|x\| \leq d$. Hence

$$
0 \leq \frac{t^{2-\alpha} x(t)}{1+t^{\sigma+2}} \leq d \text { for } t \in(0,+\infty)
$$

By (H4), we know that

$$
f\left(t, \frac{1+t^{\sigma+2}}{t^{2-\alpha}} u_{0}\right) \leq \frac{d}{N} t^{\sigma_{1}} e^{-k t},\left(t, u_{0}\right) \in(0,+\infty) \times[0, d] .
$$

By Lemma 2.7, (2.9) and (H4), we have

$$
\begin{aligned}
\|(A x)\| & =\sup _{t \in(0,+\infty)} \frac{t^{2-\alpha}}{1+t^{\sigma+2}}\left|\int_{0}^{\infty} G(t, s) f(s, x(s)) d s\right| \leq L \int_{0}^{\infty} f(s, x(s)) d s \\
& \leq \frac{d L}{N} \int_{0}^{\infty} s^{\sigma_{1}} e^{-k s} d s=\frac{d L}{N} \frac{\Gamma\left(\sigma_{1}+1\right)}{k^{\sigma_{1}+1}} \leq d
\end{aligned}
$$

Hence, we prove that $A: P_{d} \rightarrow P_{d}$. Let

$$
w_{0}(t)=d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right], t \in(0,+\infty)
$$

then $w_{0}(t) \in P_{d}$. Now, we denote a sequence $\left\{w_{n}\right\}$ by the iterative scheme

$$
\begin{equation*}
w_{n+1}=A w_{n}=A^{n} w_{0}, \quad n=0,1,2, \ldots \tag{3.1}
\end{equation*}
$$

Since $A\left(P_{d}\right) \subset P_{d}$ and $w_{0}(t) \in P_{d}$, we have $w_{n} \in P_{d}, n=0,1,2, \ldots$. It follows from the complete continuity of $A$ that $\left\{w_{n}\right\}_{n=1}^{\infty}$ is a sequentially compact set in $X$, then $\left\{w_{n}\right\}_{n=1}^{\infty}$ has a convergent subsequence $\left\{w_{n_{k}}\right\}_{k=1}^{\infty}$ and there exists $w^{*} \in P_{d}$ such that $w_{n_{k}} \rightarrow w^{*}$.
On the other hand,

$$
\begin{align*}
w_{1}(t)= & A w_{0}(t) \\
= & \int_{0}^{\infty} G(t, s) f\left(s, w_{0}(s)\right) d s \\
= & \int_{0}^{\infty}\left(G_{0}(t, s)+G_{1}(t, s)\right) f\left(s, w_{0}(s)\right) d s \\
\leq & \frac{t^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{\infty} f\left(s, w_{0}(s)\right) d s \\
& +\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \frac{1}{\psi} \int_{0}^{\infty} \frac{s^{\alpha-1}}{\Gamma(\alpha)} g(s) d s \int_{0}^{\infty} f\left(s, w_{0}(s)\right) d s \\
\leq & \left(\frac{t^{\alpha-1}}{\Gamma(\alpha)}+\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}+t^{\alpha-2}\right] \frac{1}{\psi} \int_{0}^{\infty} \frac{s^{\alpha-1}}{\Gamma(\alpha)} g(s) d s\right) \int_{0}^{\infty} f\left(s, w_{0}(s)\right) d s  \tag{3.2}\\
= & \frac{t^{\alpha-1}\left[1-\int_{0}^{\infty} g(s) s^{\alpha-2} d s\right]+t^{\alpha-2} \int_{0}^{\infty} g(s) s^{\alpha-1} d s}{\Gamma(\alpha) \psi} \int_{0}^{\infty} f\left(s, w_{0}(s)\right) d s \\
\leq & t^{\alpha-1}+t^{\alpha-2}\left[\int_{0}^{\infty} g(s) s^{\alpha-1} d s+1\right] \\
\leq(\alpha) \psi & L\left[t^{\alpha-1}+t^{\alpha-2}\right] \int_{0}^{\infty} f\left(s, w_{0}(s)\right) d s \\
\leq & \frac{d L}{N}\left[t^{\alpha-1}+t^{\alpha-2}\right] \frac{\Gamma\left(\sigma_{1}+1\right)}{k^{\sigma_{1}+1}}=d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right]=w_{0}(t) .
\end{align*}
$$

So, by (3.2) and (H3), we have

$$
w_{2}(t)=A w_{1}(t) \leq A w_{0}(t)=w_{1}(t), \quad 0<t<+\infty .
$$

Moreover, we get

$$
w_{n+1}(t) \leq w_{n}(t), \quad 0<t<+\infty, \quad n=0,1,2, \ldots .
$$

Therefore, $w_{n} \rightarrow w^{*}$. Applying the continuity of $A$ and $w_{n+1}=A w_{n}$, we obtain $A w^{*}=w^{*}$.
Let $v_{0}(t)=0,0<t<+\infty$, then $v_{0}(t) \in P_{d}$. Let $v_{1}=A v_{0}$, then $v_{1} \in P_{d}$. We denote

$$
v_{n+1}=A v_{n}=A^{n} v_{0}, \quad n=0,1,2, \ldots
$$

Similar to $\left\{w_{n}\right\}_{n=1}^{\infty}$, we assert that $\left\{v_{n}\right\}_{n=1}^{\infty}$ has a convergent subsequence $\left\{v_{n_{k}}\right\}_{k=1}^{\infty}$ and there exists $v^{*} \in P_{d}$ such that $v_{n_{k}} \rightarrow v^{*}$. Since $v_{1}=A v_{0}=A 0 \in P_{d}$, we have

$$
v_{2}(t)=\left(A v_{1}\right)(t) \geq(A 0)(t)=v_{1}(t), \quad 0<t<+\infty .
$$

By induction, it is easy to see that for $n=1,2, \ldots$

$$
v_{n+1}(t) \geq v_{n}(t), \quad 0<t<+\infty .
$$

Thus $v_{n} \rightarrow v^{*}$. Applying the continuity of $A$ and $v_{n+1}=A v_{n}$, we get $A v^{*}=v^{*}$.
If $f(t, 0) \not \equiv 0$ on any subinterval of $(0,+\infty)$, then the zero function is not the solution of the BVP (1.1). Thus, $v^{*}$ is a positive solution of BVP $(1.1)$ on $(0,+\infty)$.

We are in a position to show that $w^{*}, v^{*}$ are the maximal and minimal positive solutions of the BVP (1.1) in $\left(0, d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right]\right]$. Let $x \in\left(0, d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right]\right]$ be any solution of the BVP (1.1); that is, $A x=x$. Note that $A$ is nondecreasing and

$$
v_{0}=0 \leq x(t) \leq d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right]=w_{0}(t)
$$

then we have $v_{1}(t)=\left(A v_{0}\right)(t) \leq x(t) \leq\left(A w_{0}\right)(t)=w_{1}(t)$, for all $t \in(0,+\infty)$.
By induction, we have

$$
v_{n} \leq x \leq w_{n}, n=1,2,3, \ldots
$$

Since $w^{*}=\lim _{n \rightarrow+\infty} w_{n}, v^{*}=\lim _{n \rightarrow+\infty} v_{n}$,

$$
v_{0} \leq v_{1} \leq \ldots v_{n} \leq \ldots \leq v^{*} \leq x \leq w^{*} \leq \ldots \leq w_{n} \leq \ldots \leq w_{1} \leq w_{0}
$$

Thus, $w^{*}, v^{*}$ are the maximal and minimal positive solutions of the BVP (1.1) in ( $\left.0, d\left[\frac{t^{\alpha-1}+t^{\alpha-2}}{2}\right]\right]$. The proof is completed.
Remark 3.2. By Theorem 3.1, we note that $w^{*}, v^{*}$ are the maximal and minimal positive solutions of the BVP (1.1) in $P_{d}$, they may coincide, and then BVP (1.1) has only one solution in $P_{d}$.

## 4. An example

Consider the following boundary-value problem with fractional integral boundary conditions:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\frac{3}{2}} x(t)+f(t, x(t))=0, \quad t \in(0,+\infty)  \tag{4.1}\\
\lim _{t \rightarrow 0} t^{2-\alpha} x(t)=\lim _{t \rightarrow \infty} D_{0^{+}}^{\frac{1}{2}} x(t)=\frac{1}{4} \int_{0}^{\infty} e^{-s} x(s) d s
\end{array}\right.
$$

where $\alpha=\frac{3}{2}, g(s)=\frac{1}{4} e^{-s}$. By calculation, we have

$$
\int_{0}^{\infty} g(s)\left[\frac{s^{\alpha-1}}{\Gamma(\alpha)}+s^{\alpha-2}\right] d s=0.69<1
$$

Choose

$$
f(t, x)=t^{-\frac{3}{4}} e^{-t}+\frac{t^{-\frac{1}{4}} e^{-t}}{1+t^{\frac{3}{2}}} x
$$

and $\sigma=-\frac{1}{2}, \sigma_{1}=-\frac{3}{4}, k=1$. By direct computation, we get $L \approx 5.89$ and $N \approx 42.7$. Take $d=120$, then $(t, x) \in(0,+\infty) \times[0, d]$,

$$
f\left(t, \frac{1+t^{\frac{3}{2}}}{t^{\frac{1}{2}}} x\right)=t^{-\frac{3}{4}} e^{-t}+t^{-\frac{3}{4}} e^{-t}=2 t^{-\frac{3}{4}} e^{-t} \leq \frac{d}{N} t^{\sigma_{1}} e^{-k t}=2.81 t^{-\frac{3}{4}} e^{-t}
$$

$(t, x) \in(0,+\infty) \times[0,120]$.
Since all the conditions of Theorem 3.1 are satisfied, the conclusion of Theorem 3.1 holds.

## References

[1] R.P. Agarwal, M. Benchohra, S. Hamani, S. Pinelas, Boundary value problems for differential equations involving Riemann-Liouville fractional derivative on the half line, Dynamics of Continuous, Discrete and Impulsive Systems Series A: Mathematical Analysis, 18(2011), 235-244.
[2] R.P. Agarwal, S.K. Ntouyas, B. Ahmad, M.S. Alhothuali, Existence of solutions for integrodifferential equations of fractional order with nonlocal three-point fractional boundary conditions, Adv. Difference Equations, 2013, 2013:128.
[3] B. Ahmad, S.K. Ntouyas, A. Alsaedi, New Existence Results for Nonlinear Fractional Differential Equations with Three-Point Integral Boundary Conditions, Adv. Difference Equations, 2011, Article ID 107-384, 11 p.
[4] B. Ahmad, J.J. Nieto, Riemann-Liouville fractional integro-differential equations with fractional nonlocal integral boundary conditions, Boundary Value Problems, 2011, 2011:36.
[5] A. Guezane-Lakouda, R. Khaldi, Solvability of a fractional boundary value problem with fractional integral condition, Nonlinear Anal., 75(2012), 2692-2700.
[6] M. Jiang, S. Zhong, Successively iterative method for fractional differential equations with integral boundary conditions, Applied Math. Letters, 38(2014), 94-99.
[7] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional Differential Equations, in: North-Holland Mathematics Studies, Vol. 204, Elsevier Science B.V, Amsterdam, 2006.
[8] S. Liang, J. Zhang, Existence of three positive solutions of m-point boundary value problems for some nonlinear fractional differential equations on an infinite interval, Computers and Mathematics with Appl., 61(2011), 3343-3354.
[9] Y. Liu, Existence and uniqueness of solutions for a class of initial value problems of fractional differential systems on half lines, Bulletin des Sciences Math., 137(2013), 1048-1071.
[10] Y. Liu, B. Ahmad, R.P. Agarwal, Existence of solutions for a coupled system of nonlinear fractional differential equations with fractional boundary conditions on the half-line, Adv. Difference Equations, 2013, 2013:46.
[11] X. Liu, M. Jia, Multiple solutions of nonlocal boundary value problems for fractional differential equations on the half-line, Electronic J. Qualitative Theory of Diff. Equations, 2011, no. 56, 1-14.
[12] X. Liu, M. Jia, X. Xiang, On the solvability of a fractional differential equation model involving the p-Laplacian operator, Computers and Mathematics with Appl., 64(2012), 3267-3275.
[13] N. Nyamoradi, D. Baleanu, R.P. Agarwal, Existence and uniqueness of positive solutions to fractional boundary value problems with nonlinear boundary conditions, Adv. Difference Equations, 2013, 2013:266.
[14] N. Nyamoradi, T. Bashiri, S.M. Vaezpour, D. Baleanu, Uniqueness and existence of positive solutions for singular fractional differential equations, Electronic J. Diff. Equations, 2014 (2014), no. 130, 1-13.
[15] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.

16] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach, Yverdon, 1993.
[17] X. Su, S. Zhang, Unbounded solutions to a boundary value problem of fractional order on the half line, Computers and Mathematics with Appl., 61(2011), 1079-1087.
[18] Y. Wang, L. Liu, Y. Wu, Extremal solutions for p-Laplacian fractional integro-differential equation with integral conditions on infinite intervals via iterative computation, Adv. Difference Equations, 2015, 2015:24.
[19] X. Zhang, Existence and iteration of positive solutions for high-order fractional differential equations with integral conditions on a half-line, J. Applied Mathematics and Computing, 45(2014), 137-150

Received: October 8, 2015; Accepted: February 10, 2016.

