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#### Abstract

Multi-valued maps (acting in metric spaces) having arbitrary images and not necessarily continuous (or semicontinuous) with respect to the Hausdorff distance are considered. For such maps, conditions of existence and continuous dependence on parameters of fixed points are obtained. All the statements are based on the idea of replacing the initial "bad" map with a map that has closed values and is contracting in some neighborhood of a given point. The obtained results are applied then to studying the Cauchy problem for a differential inclusion in finite-dimensional space. For the case when the right-hand side of the inclusion is not necessarily compact-valued or continuous (upper semicontinuous, lower semicontinuous) in the phase variable, theorems on existence of solutions and their continuous dependence on parameters are proved.


Key Words and Phrases: Multi-valued map, fixed point, continuous dependence on parameters, differential inclusion with non-compact right-hand side.
2010 Mathematics Subject Classification: 47H04, 47H10, 34A60.

## 1. Introduction

Let $\mathbb{Z} \doteq\{\ldots-2,-1,0,1,2, \ldots\} ; \mathbb{R}_{+} \doteq[0, \infty) ; \mathbb{R}^{n}$ be the $n$-dimensional real space with the norm $|\cdot|$ Let $\mathbb{Y} \subset \mathbb{R}^{n}$. By $C([a, b], \mathbb{Y})$ we denote the set of all continuous functions from $[a, b]$ into $\mathbb{Y}$, by $A C([a, b], \mathbb{Y})$ the set of all absolutely continuous functions, by $L([a, b], \mathbb{Y})$ the set of all integrable functions, and by $L_{\infty}([a, b], \mathbb{Y})$ the set of all essentially bounded functions from $[a, b]$ into $\mathbb{Y}$.

Let $\left(X, \varrho_{X}\right)$ be a metric space. Throughout the paper we use the following notation: $S_{X}\left(x_{0}, r\right) \doteq\left\{x \in X: \varrho_{X}\left(x, x_{0}\right)=r\right\}, B_{X}^{o}\left(x_{0}, r\right) \doteq\left\{x \in X: \varrho_{X}\left(x, x_{0}\right)<r\right\}$, $B_{X}\left(x_{0}, r\right) \doteq\left\{x \in X: \varrho_{X}\left(x, x_{0}\right) \leqslant r\right\}$ are, respectively, a sphere, an open, and a closed ball of radius $r>0$ centered at $x_{0}$ in the space $X ; S_{X}\left(x_{0}, 0\right)=$ $B_{X}\left(x_{0}, 0\right)=\left\{x_{0}\right\} ; B_{X}^{o}\left(x_{0}, 0\right)=\varnothing ; \bar{M}=X \backslash M$ is the complement to a set $M \subset X ; \varrho_{X}(x, M) \doteq \inf _{y \in M} \varrho_{X}(x, y)$ is the distance from a point $x$ to the set $M$ in $X ; d_{X}\left(M_{1}, M_{2}\right) \doteq \sup _{x \in M_{1}} \varrho_{X}\left(x, M_{2}\right)$ is the excess of a set $M_{1}$ over a set $M_{2}$;

[^0]$\operatorname{dist}_{X}\left(M_{1}, M_{2}\right)=\max \left\{d_{X}\left(M_{1}, M_{2}\right) ; d_{X}\left(M_{2}, M_{1}\right)\right\}$ is the Hausdorff distance between the sets $M_{1}$ and $M_{2}$. By $\operatorname{clos}(X), \operatorname{clbd}(X), \operatorname{and} \operatorname{comp}(X)$ we denote, respectively, the spaces of all non-empty closed, non-empty closed bounded, and non-empty compact subsets of $X$.

In the papers [4, 5], generalizations of the Nadler fixed point theorem for multivalued maps with arbitrary images and no continuity properties were derived. Such maps arise naturally, for example, when one works on controlled systems with noncompact sets of admissible controls and comes to differential inclusions with "bad" right-hand sides. In $[4,5]$, the authors proposed a method of "correction" of the respective maps. The idea of the method is to construct a map which is "close" to the initial one, but has some properties that allow to study the corresponding modified inclusion, and then to show that the results obtained remain valid for the inclusion generated by the initial map. To implement this idea, one can operate, for example, in the following way (see [4]).

Suppose a multi-valued map $X \ni x \mapsto \Phi(x) \in \operatorname{clos}(X)$ which is not continuous (neither upper nor lower semicontinuous) with respect to the Hausdorff metric, moreover, we can assume that $\operatorname{dist}_{X}\left(\Phi\left(x_{1}\right), \Phi\left(x_{2}\right)\right)=\infty$ for any $x_{1}, x_{2} \in X$. Consider a new "improved" map $\widetilde{\Phi}: X \rightarrow \operatorname{clos}(X)$ defined by the equality

$$
\begin{equation*}
\widetilde{\Phi}(x) \doteq \Phi(x) \cup \overline{B_{X}^{o}(\theta, r)} \tag{1.1}
\end{equation*}
$$

where $\theta \in X, r>0$. It is obvious that for any $F, G \in \operatorname{clos}(X), \theta \in X, r \geqslant 0$, the relations

$$
\begin{gather*}
\operatorname{dist}_{X}\left(F \cup \overline{B_{X}^{o}(\theta, r)}, G \cup \overline{B_{X}^{o}(\theta, r)}\right)<\infty  \tag{1.2}\\
\operatorname{dist}_{X}\left(F \cup \overline{B_{X}^{o}(\theta, r)}, G \cup \overline{B_{X}^{o}(\theta, r)}\right) \leqslant \operatorname{dist}_{X}(F, G) \tag{1.3}
\end{gather*}
$$

take place, so the map $\widetilde{\Phi}$ here may possess already some continuity properties and even be Lipschitz. If it is the case, we get an opportunity to investigate the corresponding equations and inclusions using the known methods; if we can establish the existence of a fixed point $\bar{x}$ of the map $\widetilde{\Phi}$ and prove that $\bar{x} \notin \overline{B_{X}^{o}(\theta, r)}$, then we can conclude that $\bar{x}$ is also a fixed point of the initial "bad" map $\Phi$.

In [5], a more general result is obtained: instead of equality (1.1), it is based on a slightly different way of constructing the map $\widetilde{\Phi}$. The method can be used when the images of the initial map $\Phi$ are arbitrary subsets of the space $X$ (including an empty set and sets that are not bounded or closed). The map $\widetilde{\Phi}$ is to be defined by the equality

$$
\begin{equation*}
\widetilde{\Phi}(x) \doteq(\Phi(x) \cap \mathcal{A}(x)) \cup \mathcal{B}(x) \tag{1.4}
\end{equation*}
$$

where $\mathcal{A}, \mathcal{B}$ are multi-valued maps acting in $X$ and chosen in a certain manner. This method is rather universal in the sense that for any given maps $\widetilde{\Phi}$ and $\Phi$, there exist the maps $\mathcal{A}, \mathcal{B}$ which allow to represent $\widetilde{\Phi}$ in form (1.4). In the present paper, such a way of "correction" of maps is applied to prove the statements about continuous dependence of fixed points on parameters of the map $\Phi$.

Using the theorems about fixed points of the map $\Phi$ based on replacing this map with map (1.4), one can get the statements about solvability of the Cauchy problem
for a differential inclusion of the form

$$
\begin{equation*}
\dot{x} \in f(t, x) \tag{1.5}
\end{equation*}
$$

with not necessarily compact-valued (in $\mathbb{R}^{n}$ ) or continuous right-hand side. The key point here is also replacing the map $f$, with the help of multi-valued maps $\alpha$ and $\beta$, by a map $\tilde{f}$ defined for all $(t, x) \in \mathbb{R} \times \mathbb{R}^{n}$ as

$$
\begin{equation*}
\widetilde{f}(t, x) \doteq(f(t, x) \cap \alpha(t, x)) \cup \beta(t, x) \tag{1.6}
\end{equation*}
$$

In [5], the conditions of solvability of (1.5) were derived by means of construction (1.6) with

$$
\begin{equation*}
\alpha(t, x)=B_{\mathbb{R}^{n}}^{o}\left(\theta(t), R_{0}(t)\right), \beta(t, x)=S_{\mathbb{R}^{n}}\left(\theta(t), R_{0}(t)\right), \tag{1.7}
\end{equation*}
$$

here $\theta, R_{0}$ are some integrable functions. But such a choice of $\alpha$ and $\beta$ does not allow to study, for example, the problem

$$
\begin{gather*}
\dot{x}=\operatorname{sign} x, t \geqslant 0  \tag{1.8}\\
x(0)=0,
\end{gather*}
$$

which obviously has solutions. In this work, the conditions of solvability of the Cauchy problem for inclusion (1.5) are studied in a more general situation, when $\alpha$ and $\beta$ can be chosen quite freely. The obtained result (applicable, in particular, to the problems of type (1.8)) has allowed, in its turn, to prove the theorem about continuous dependence of solutions to (1.5) on parameters.

## 2. Existence and continuous dependence on parameters of fixed points FOR A MULTI-VALUED MAP WITH NON-COMPACT IMAGES

First, recall some facts about multi-valued maps acting in metric spaces.
Let $\left(\Omega, \varrho_{\Omega}\right),\left(X, \varrho_{X}\right)$ be metric spaces. We denote by $\Phi: \Omega \multimap X$ a multi-valued $\operatorname{map} \Omega \ni \omega \mapsto \Phi(\omega) \subset X$. We also write $\Phi: \Omega \rightarrow \operatorname{clos}(X), \Phi: \Omega \rightarrow \operatorname{clbd}(X)$, $\Phi: \Omega \rightarrow \operatorname{comp}(X)$ if for any $\omega \in \Omega$, the set $\Phi(\omega)$ is, respectively, non-empty closed, non-empty bounded closed, non-empty compact.

Given $q \geqslant 0$ and $\Omega_{0} \subset \Omega$, a map $\Phi: \Omega \multimap X$ is called $q$-Lipschitz (or Lipschitz with the constant $q$ ) on the set $\Omega_{0}$, if

$$
\begin{equation*}
\operatorname{dist}_{X}\left(\Phi\left(\omega_{1}\right), \Phi\left(\omega_{2}\right)\right) \leqslant q \varrho_{\Omega}\left(\omega_{1}, \omega_{2}\right) \quad \forall \omega_{1}, \omega_{2} \in \Omega_{0} \tag{2.1}
\end{equation*}
$$

In the case when $\Omega=X$ and $q<1$, a map $\Phi: X \multimap X$ satisfying condition (2.1) is said to be contracting or $q$-contracting on $\Omega_{0} \subset X$. In these definitions, the set $\Omega_{0}$ is usually omitted if it coincides with the space $X$. Given a map $\Phi: X \multimap X$, an element $x \in X$ such that $x \in \Phi(x)$ is called a fixed point of the map $\Phi$.

In the following theorem, the method of maps "improvement" mentioned above helps to establish the existence of fixed points for multi-valued maps which are not necessarily contracting.
Theorem 2.1. [5] Let $X$ be a complete metric space and $\Phi: X \multimap X$. Suppose there exist maps $\mathcal{A}: X \multimap X, \mathcal{B}: X \multimap X$ such that for the multi-valued map

$$
\begin{equation*}
X \ni x \mapsto \widetilde{\Phi}(x) \doteq(\Phi(x) \cap \mathcal{A}(x)) \cup \mathcal{B}(x) \subset X \tag{2.2}
\end{equation*}
$$

there are $x_{0} \in X, q \in[0,1)$, and $r_{0}>0$ satisfying the following conditions:
a) the set $\widetilde{\Phi}(x)$ is not empty and closed in $X$ for every $x \in B_{X}^{o}\left(x_{0}, r_{0}\right)$;
b) the map $\widetilde{\Phi}$ is $q$-contracting on the ball $B_{X}^{o}\left(x_{0}, r_{0}\right)$;
c) $(1-q)^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}\right)\right)<r_{0}$.

If for any $x \in B_{x}^{o}\left(x_{0}, r_{0}\right)$, the set $\mathcal{B}(x)$ is either empty or satisfies the inequality

$$
\begin{equation*}
\varrho_{X}\left(x_{0}, \mathcal{B}(x)\right) \geqslant r_{0} \tag{2.3}
\end{equation*}
$$

then for every $r$ such that

$$
\begin{equation*}
(1-q)^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}\right)\right)<r \leqslant r_{0} \tag{2.4}
\end{equation*}
$$

the map $F$ has a fixed point $\bar{x} \in B_{X}^{o}\left(x_{0}, r\right)$.
As it was mentioned above, equality (2.2) defines the most general way of "correction" of maps since for any given map $\Phi$, under an appropriate choice of $\mathcal{A}, \mathcal{B}$, this formula gives a required map $\widetilde{\Phi}$. In the paper [5], some recipes for defining maps $\mathcal{A}, \mathcal{B}$ were offered; they preserved the inequality

$$
\begin{equation*}
\operatorname{dist}_{X}\left(\widetilde{\Phi}\left(x_{1}\right), \widetilde{\Phi}\left(x_{2}\right)\right) \leqslant \operatorname{dist}_{X}\left(\Phi\left(x_{1}\right), \Phi\left(x_{2}\right)\right) \quad \forall x_{1}, x_{2} \tag{2.5}
\end{equation*}
$$

(in this case, obviously, the map $\widetilde{\Phi}$ can be called an "improvement" of the initial $\operatorname{map} \Phi$ )

If $X$ is a linear normed space, then it is convenient to choose $\mathcal{A}(x) \equiv B_{X}(\theta, r)$, $\mathcal{B}(x) \equiv S_{X}(\theta, r)$, where $\theta \in X, r>0$; the map

$$
\begin{equation*}
\widetilde{\Phi}: X \multimap X, \quad \widetilde{\Phi}(x) \doteq\left(\Phi(x) \cap B_{x}(\theta, r)\right) \cup S_{x}(\theta, r) \tag{2.6}
\end{equation*}
$$

will satisfy inequality (2.5). Moreover, if $\Phi(x) \in \operatorname{clos}(X)$, then $\widetilde{\Phi}(x) \in \operatorname{clbd}(X)$. In [4], there was considered an example of the $\operatorname{map} \Phi: \mathbb{R} \rightarrow \operatorname{clos}(\mathbb{R})$ such that $\operatorname{dist}_{\mathbb{R}}\left(\Phi\left(x_{1}\right), \Phi\left(x_{2}\right)\right)=\infty$ for any $x_{1}, x_{2} \in \mathbb{R}, x_{1} \neq x_{2}$; still map (2.6) was contracting, and this allowed to prove the existence of a fixed point for the map $\Phi$.

In the case of an arbitrary metric space $X$, for inequality (2.5) to be held, it is enough to set $\mathcal{A}(x) \equiv X, \mathcal{B}(x) \equiv \mathcal{B}=$ const. For example, letting $\mathcal{B} \doteq \overline{B_{X}^{o}(\theta, r)}$, $\theta \in X, r>0$, one can get (see [5]) the conditions of existence of a fixed point obtained in [2].

In [5], it was shown how Theorem 2.1 can be used for studying inclusions in the space of essentially bounded functions. Here we give an example illustrating how Theorem 2.1 can be applied to functional inclusions in the space of continuous functions. In this example, the existence of fixed points is established for a map which is neither continuous no bounded and, moreover, is undefined at some points of the space of continuous functions.
Example 2.2. Let functions $h:[0,1] \rightarrow[0,1], g:[0,1] \rightarrow \mathbb{R}$ be continuous and $\gamma \geq 0$. Define the multi-valued map

$$
\begin{equation*}
\varphi:[0,1] \times \mathbb{R} \multimap \mathbb{R}, \quad \varphi(t, x)=\{y: g(t)-\ln |\cos x| \leq y \leq g(t)-\ln |\cos x|+\gamma\} \tag{2.7}
\end{equation*}
$$

and consider the inclusion

$$
\begin{equation*}
x(t) \in \varphi(t, x(h(t))), \quad t \in[0,1] \tag{2.8}
\end{equation*}
$$

with respect to the unknown function $x \in C([0,1], \mathbb{R})$ (in the case of $\gamma=0$, multivalued map (2.7) becomes single-valued and inclusion (2.8) becomes an equation). Let us prove that provided the inequality

$$
\begin{equation*}
\min _{t \in[0,1]}|\cos g(h(t))|>\sqrt[4]{4 / 5} \tag{2.9}
\end{equation*}
$$

inclusion (2.8) has a solution.
In the space $C \doteq C([0,1], \mathbb{R})$ of continuous functions, assume the usual metric $\varrho_{C}\left(x_{1}, x_{2}\right) \doteq \max _{t \in[0,1]}\left|x_{1}(t)-x_{2}(t)\right|$.

Denote $\chi \doteq\left\{\frac{\pi}{2}+\pi k, k \in \mathbb{Z}\right\}$ and for any continuous function $x$, define the set $T_{\chi}(x) \doteq\{t: x(t) \in \chi\}$. Next, split $C$ into two classes: $\mathcal{C}_{\chi}^{0}$ containing the functions for which $T_{\chi}(x)$ is empty, and $\mathcal{C}_{\chi}^{+}$containing the functions with nonempty $T_{\chi}(x)$. Define the maps

$$
\begin{array}{cc}
F: C \multimap C, F(x)=\left\{\begin{array}{cc}
\{y: y(t) \in \varphi(t, x(t)) \forall t\}, & \text { for } x \in \mathcal{C}_{\chi}^{0} \\
\varnothing, & \text { for } x \in \mathcal{C}_{\chi}^{+}
\end{array}\right. \\
S_{h}: C \rightarrow C,\left(S_{h} x\right)(t)=x(h(t)) ; \quad \Phi: C \multimap C, & \Phi=F S_{h}
\end{array}
$$

Now we can replace inclusion (2.8) by the equivalent inclusion $x \in F x$ and apply Theorem 2.1 to the latter in order to study its solvability.

Let $\vartheta \doteq\{x \in \mathbb{R}:|\cos x| \leq \sqrt{4 / 5}\}$. Define the map
$\psi:[0,1] \times \mathbb{R} \rightarrow \operatorname{comp}(\mathbb{R}), \psi(t, x)=\left\{\begin{array}{cl}\varphi(t, x) \cap(-\infty, g(t)+\ln \sqrt{5 / 4}], & \text { for } x \notin \vartheta, \\ \{g(t)+\ln \sqrt{5 / 4}\}, & \text { for } x \in \vartheta,\end{array}\right.$
the corresponding Nemytskii operator

$$
\Psi: C \rightarrow \operatorname{clos}(C), \quad \Psi x=\{y \in C: y(t) \in \psi(t, x(t)), \forall t \in[0,1]\}
$$

and the map $\widetilde{\Phi}: C \rightarrow \operatorname{clos}(C), \widetilde{\Phi}=\Psi S_{h}$ (the graph of the multi-valued map $\psi(t, \cdot)$ is shown in Figure 1).


Figure 1. The graph of the multi-valued map $x \rightarrow \psi(t, x)$.

Now, we represent the map $\widetilde{\Phi}$ in form (2.2). Let $T_{\vartheta}(x) \doteq\{t: x(t) \in \vartheta\}$ for any $x \in C$ and suppose two sets of continuous functions:

$$
\mathcal{C}_{\vartheta}^{0}=\left\{x \in C: T_{\vartheta}(x)=\varnothing\right\}, \quad \mathcal{C}_{\vartheta}^{+}=\left\{x \in C: T_{\vartheta}(x) \neq \varnothing\right\}
$$

Define the maps

$$
\begin{gathered}
A: C \multimap C, A(x)=\left\{\begin{array}{cl}
\{y: y(t) \leq g(t)+\ln \sqrt{5 / 4} \forall t\}, & \text { for } x \in \mathcal{C}_{\vartheta}^{0} \\
\varnothing, & \text { for } x \in \mathcal{C}_{\vartheta}^{+}
\end{array}\right. \\
B: C \multimap C, B(x)=\left\{\begin{array}{cl}
\varnothing, & \text { for } x \in \mathcal{C}_{\vartheta}^{0} \\
\{y: y(t) \in \psi(t, x) \forall t\}, & \text { for } x \in \mathcal{C}_{\vartheta}^{+}
\end{array}\right.
\end{gathered}
$$

It is easy to see that the map $\widetilde{\Phi}$ satisfies equality $(2.2)$ with

$$
\mathcal{A}, \mathcal{B}: C \multimap C, \quad \mathcal{A}=A S_{h}, \quad \mathcal{B}=B S_{h}
$$

Note that $\mathcal{B}(x)=\varnothing$ for any $x \in C$ such that $|\cos x(h(t))|>\sqrt{4 / 5}, t \in[0,1]$. If $\left|\cos x\left(h\left(t_{0}\right)\right)\right| \leq \sqrt{4 / 5}$ for some $t_{0} \in[0,1]$, then $\mathcal{B}(x) \neq \varnothing$ and $y\left(t_{0}\right)=g\left(t_{0}\right)+\ln \sqrt{5 / 4}$ for every $y \in \mathcal{B}(x)$.

Let us show that the map $\widetilde{\Phi}$ is contracting with the coefficient $q=1 / 2$. First of all, for every $x \notin \vartheta$, the estimate

$$
\left|\frac{d}{d t} \ln \right| \cos x\left|\left|=|\operatorname{tg} x|=\sqrt{\cos ^{-2} x-1} \leq \frac{1}{2}\right.\right.
$$

takes place, from which it follows that the map $\psi(t, \cdot): \mathbb{R} \rightarrow \operatorname{comp}\left(\mathbb{R}^{n}\right)$ is $1 / 2$ contracting for every $t \in[0,1]$. Pick any $x_{1}, x_{2} \in C$ and denote $\tilde{r} \doteq \varrho_{C}\left(x_{1}, x_{2}\right)$. Next, let $y_{1} \in \widetilde{\Phi}\left(x_{1}\right)$, i.e., $y_{1}(t) \in \psi\left(t, x_{1}(h(t))\right)$ on $[0,1]$. Since the map $\psi(t, \cdot)$ is $1 / 2$-contracting, the set

$$
\Gamma(t) \doteq B_{\mathbb{R}}\left(y_{1}(t), 2^{-1} \tilde{r}\right) \cap \psi\left(t, x_{2}(h(t))\right) \subset \mathbb{R}
$$

is not empty compact and convex for every $t \in[0,1]$; moreover, the map $t \mapsto \Gamma(t)$ is continuous. So there exists a continuous selection, say $y_{2}(\cdot)$, of $\Gamma$ such that $\varrho_{C}\left(y_{1}, y_{2}\right) \leq 2^{-1} \tilde{r}$ and $y_{2}(t) \in \psi\left(t, x_{2}(h(t))\right)$ for all $t \in[0,1]$. This means that $\operatorname{dist}_{C}\left(\widetilde{\Phi}\left(x_{1}\right), \widetilde{\Phi}\left(x_{2}\right)\right) \leq 2^{-1} \tilde{r}$, and hence the map $\widetilde{\Phi}$ is $1 / 2$-contracting.

Put $x_{0}=g$, then

$$
\begin{aligned}
(1-q)^{-1} \varrho_{C}\left(x_{0}, \widetilde{\Phi}\left(x_{0}\right)\right) & =2 \max _{t \in[0,1]}\left(\ln |\cos g(h(t))|^{-1}\right) \\
& =2 \ln \left(\max _{t \in[0,1]}|\cos g(h(t))|^{-1}\right)<\ln \sqrt{5 / 4}
\end{aligned}
$$

Following this estimate, we can take $r_{0}=\ln \sqrt{5 / 4}$. At the same time, as it was shown before, for a continuous function $x:[0,1] \rightarrow \mathbb{R}$, the set $\mathcal{B}(x)$ is either empty or satisfies the relation $\varrho_{C}\left(x_{0}, \mathcal{B}(x)\right)=\ln \sqrt{5 / 4}$, so inequality (2.3) takes place. Thus, all the assumptions of Theorem 2.1 are verified, the solvability of inclusion (2.8) is proved: it is shown that for every $r$ such that

$$
(1-q)^{-1} \varrho_{C}\left(x_{0}, \widetilde{\Phi}\left(x_{0}\right)\right)<r \leqslant \ln \sqrt{5 / 4}
$$

there exists a solution $\bar{x}$ satisfying the inequality $\varrho_{C}(g, \bar{x})<r$.
Now we formulate the conditions of continuous dependence of solutions on parameters. First, give some additional notation. Let $\Sigma$ be a topological space and $\sigma_{0} \in \Sigma$; denote $\Sigma^{*} \doteq \Sigma \backslash\left\{\sigma_{0}\right\}$. Given a map $x$ from $\Sigma^{*}$ into a metric space $X$, we will write
$" x(\sigma) \rightarrow x_{0}$ as $\sigma \rightarrow \sigma_{0} "$ meaning that for every $\varepsilon>0$, there exists a neighborhood $U\left(\sigma_{0}\right) \subset \Sigma$ of $\sigma_{0}$ such that $\varrho_{X}\left(x(\sigma), x_{0}\right)<\varepsilon$ for every $\sigma \in U\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$.
Theorem 2.3. Suppose $\Sigma$ is a topological space, $X$ is a complete metric space, $\sigma_{0} \in \Sigma, x_{0} \in X$, and $\Phi: X \times \Sigma \multimap X$. Let maps $\mathcal{A}: X \times \Sigma \multimap X, \mathcal{B}: X \times \Sigma \multimap X$ be such that for the map

$$
\begin{equation*}
X \times \Sigma \ni(x, \sigma) \mapsto \widetilde{\Phi}(x, \sigma) \doteq(\Phi(x, \sigma) \cap \mathcal{A}(x, \sigma)) \cup \mathcal{B}(x, \sigma) \subset X \tag{2.10}
\end{equation*}
$$

and for every $\sigma \in \Sigma^{*}$, there exist $q(\sigma) \in[0,1)$ and $r_{0}(\sigma)>0$ satisfying the following conditions:
a) the set $\widetilde{\Phi}(x, \sigma)$ is not empty and closed in $X$ for every $x \in B_{X}^{o}\left(x_{0}, r_{0}(\sigma)\right)$;
b) the map $\widetilde{\Phi}(\cdot, \sigma): X \multimap X$ is $q(\sigma)$-contracting on the ball $B_{X}^{o}\left(x_{0}, r_{0}(\sigma)\right)$;
c) $(1-q(\sigma))^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}, \sigma\right)\right)<r_{0}(\sigma)$.

Suppose also that for each $\sigma \in \Sigma^{*}$ and every $x \in B_{x}^{o}\left(x_{0}, r_{0}(\sigma)\right)$, the set $\mathcal{B}(x, \sigma)$ is either empty or satisfies the inequality

$$
\begin{equation*}
\varrho_{X}\left(x_{0}, \mathcal{B}(x, \sigma)\right) \geqslant r_{0}(\sigma) \tag{2.11}
\end{equation*}
$$

Then, provided

$$
\begin{equation*}
(1-q(\sigma))^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}, \sigma\right)\right) \rightarrow 0 \tag{2.12}
\end{equation*}
$$

as $\sigma \rightarrow \sigma_{0}$, the map $\Phi(\cdot, \sigma)$, for every $\sigma \in \Sigma^{*}$, has a fixed point $\bar{x}(\sigma)$ such that $\bar{x}(\sigma) \rightarrow x_{0}$ as $\sigma \rightarrow \sigma_{0}$.
Proof. From assumption c) and relation (2.12) it follows that for every $\sigma \in \Sigma^{*}$, there exists $r(\sigma)>0$ such that

$$
(1-q(\sigma))^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}, \sigma\right)\right)<r(\sigma) \leqslant r_{0}(\sigma)
$$

and $r(\sigma) \rightarrow 0$ as $\sigma \rightarrow \sigma_{0}$. According to Theorem 2.1, for every $\sigma \in \Sigma^{*}$, the map $\Phi(\sigma, \cdot): X \multimap X$ has a fixed point $\bar{x}(\sigma) \in B_{X}^{o}\left(x_{0}, r(\sigma)\right)$. Thus, $\bar{x}(\sigma) \rightarrow x_{0}$ as $\sigma \rightarrow \sigma_{0}$.

If $r_{0}(\sigma)=$ const, then assumption c$)$ in Theorem 2.3 is a direct consequence of (2.12) (it is enough to consider some neighborhood $B_{\Sigma}\left(\sigma_{0}\right) \subset \Sigma$ of the point $\sigma_{0}$ instead of the whole of $\Sigma)$. Moreover, if the contraction constant does not depend on $\sigma$, then the multiplier $(1-q(\sigma))^{-1}$ in (2.12) does not affect the convergence. So we get the following statement which is straightforward.
Corollary 2.4. Suppose $\Sigma$ is a topological space, $X$ is a complete metric space, $\sigma_{0} \in \Sigma, x_{0} \in X$, and $\Phi: X \times \Sigma \multimap X$. Let there exist maps $\mathcal{A}: X \times \Sigma \multimap X$, $\mathcal{B}: X \times \Sigma \multimap X$, and numbers $q \in[0,1), r_{0}>0$ such that the multi-valued map $\widetilde{\Phi}: X \times \Sigma \multimap X$ defined by (2.10), for every $\sigma \in \Sigma^{*}$ satisfies the following conditions:
a) the set $\widetilde{\Phi}(x, \sigma)$ is not empty and closed in $X$ for any $x \in B_{X}^{o}\left(x_{0}, r_{0}\right)$;
b) the map $\widetilde{\Phi}(\cdot, \sigma): X \multimap X$ is $q$-contracting on the ball $B_{X}^{o}\left(x_{0}, r_{0}\right)$.

Suppose also that for every $\sigma \in \Sigma^{*}$ and each $x \in B_{X}^{o}\left(x_{0}, r_{0}\right)$, the set $\mathcal{B}(x, \sigma)$ is either empty or satisfies the inequality

$$
\begin{equation*}
\varrho_{X}\left(x_{0}, \mathcal{B}(x, \sigma)\right) \geqslant r_{0} \tag{2.13}
\end{equation*}
$$

Then given

$$
\begin{equation*}
\varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}, \sigma\right)\right) \rightarrow 0 \tag{2.14}
\end{equation*}
$$

as $\sigma \rightarrow \sigma_{0}$, there exists a neighborhood $B_{\Sigma}\left(\sigma_{0}\right)$ of $\sigma_{0} \in \Sigma$ such that for every $\sigma \in$ $B_{\Sigma}\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, the map $\Phi(\sigma, \cdot)$ has a fixed point $\bar{x}(\sigma)$ satisfying $\bar{x}(\sigma) \rightarrow x_{0}$ as $\sigma \rightarrow \sigma_{0}$.
Proof. According to (2.14), there exists a neighborhood $B_{\Sigma}\left(\sigma_{0}\right)$ of the element $\sigma_{0} \in \Sigma$ such that for every $\sigma \in B_{\Sigma}\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, the inequality $(1-q)^{-1} \varrho_{X}\left(x_{0}, \widetilde{\Phi}\left(x_{0}, \sigma\right)\right)<r_{0}$ holds. Hence all the conditions of Theorem 2.3 will be fulfilled with the subspace $B_{\Sigma}\left(\sigma_{0}\right)$ in place of the topological space $\Sigma$.

Theorem 2.3 allows to draw a conclusion on how the set of fixed points of the map $\Phi(\cdot, \sigma)$ depends on the parameter $\sigma$. In order to formulate the corresponding corollary, we recall (see, e.g., [1]) that a multi-valued map $\Upsilon: \Sigma \multimap X$ is said to be lower semicontinuous at a point $x_{0} \in \Sigma$ if for any open set $V \subset X$ satisfying $\Upsilon\left(\sigma_{0}\right) \cap V \neq \varnothing$, there exists a neighborhood $\Sigma\left(\sigma_{0}\right)$ of $\sigma_{0}$ such that $\Upsilon(\sigma) \cap V \neq \varnothing$ for every $\sigma \in \Sigma\left(\sigma_{0}\right)$.
Corollary 2.5. Let $H(\sigma)$ denote the set of fixed points of the map $\Phi(\cdot, \sigma), \sigma \in \Sigma$. If $H\left(\sigma_{0}\right) \neq \varnothing$ and the assumptions of Theorem 2.3 are complied for every $x_{0} \in H\left(\sigma_{0}\right)$, then the map $\sigma \rightarrow H(\sigma)$ is lower semicontinuous at $\sigma_{0}$.

Let us illustrate how Theorem 2.3 and Corollary 2.4 can be applied to functional inclusions.
Example 2.6. We continue to work on inclusion (2.8) from Example 2.2 and prove the well-posedness of its solutions. The multi-valued maps considered in this example are defined by means of the continuous functions $h, g$ and the number $\gamma$. We will get the conditions under which a solution of (2.8) depends continuously on the listed parameters.

So, define the multi-valued $\operatorname{map} \varphi:[0,1] \times \mathbb{R} \times C([0,1], \mathbb{R}) \times \mathbb{R}_{+} \multimap \mathbb{R}$,

$$
\varphi(t, x, g, \gamma)=\{y: g(t)-\ln |\cos x| \leq y \leq g(t)-\ln |\cos x|+\gamma\}
$$

and consider the inclusion

$$
\begin{equation*}
x(t) \in \varphi(t, x(h(t)), g, \gamma), \quad t \in[0,1] \tag{2.15}
\end{equation*}
$$

with respect to the unknown function $x \in C([0,1], \mathbb{R})$.
Suppose that for the given set of parameters $\sigma_{0}=\left(h_{0}, g_{0}, \gamma_{0}\right)$, the inequality

$$
\begin{equation*}
\min _{t \in[0,1]}\left|\cos g_{0}\left(h_{0}(t)\right)\right|>\sqrt[4]{4 / 5} \tag{2.16}
\end{equation*}
$$

takes place, and suppose that $\bar{x}\left(\sigma_{0}\right) \in C([0,1], \mathbb{R})$ is a solution of

$$
x(t) \in \varphi\left(t, x\left(h_{0}(t)\right), g_{0}, \gamma_{0}\right), \quad t \in[0,1]
$$

for which $\varrho_{C}\left(g_{0}, \bar{x}\left(\sigma_{0}\right)\right)<\ln \sqrt{5 / 4}$ (the existence of such a solution was established in Example 2.2). Show that there exists a $\delta>0$ such that for any set of parameters $\sigma=(h, g, \gamma)$ satisfying the relations $\varrho_{C}\left(h, h_{0}\right)<\delta$ and $\varrho_{C}\left(g, g_{0}\right)<\delta$, inclusion (2.15) has a solutions; moreover, if $\varrho_{C}\left(h, h_{0}\right) \rightarrow 0, \varrho_{C}\left(g, g_{0}\right) \rightarrow 0, \gamma \rightarrow \gamma_{0}$, then for every $\sigma=$
$(h, g, \gamma)$, there exists a solution $\bar{x}(\sigma)$ of inclusion $(2.15)$ such that $\varrho_{C}\left(\bar{x}(\sigma), \bar{x}\left(\sigma_{0}\right)\right) \rightarrow$ 0 .

Put $r_{0}=3^{-1}\left(\ln \sqrt{5 / 4}-\varrho_{C}\left(g_{0}, \bar{x}\left(\sigma_{0}\right)\right)\right)$ and define the metric space

$$
\begin{gathered}
\Sigma=\left\{\sigma=(h, g, \gamma) \in C([0,1],[0,1]) \times C([0,1], \mathbb{R}) \times \mathbb{R}_{+}:\right. \\
\left.\varrho_{C}\left(g, g_{0}\right) \leq r_{0}, \min _{t \in[0,1]}|\cos g(h(t))|>\sqrt[4]{4 / 5}\right\}
\end{gathered}
$$

with the distance given by

$$
\varrho_{\Sigma}(\sigma, \bar{\sigma}) \doteq \varrho_{C}(h, \bar{h})+\varrho_{C}(g, \bar{g})+|\gamma-\bar{\gamma}|=\max _{t \in[0,1]}|h(t)-\bar{h}(t)|+\max _{t \in[0,1]}|g(t)-\bar{g}(t)|+|\gamma-\bar{\gamma}|
$$

for any $\sigma=(h, g, \gamma), \bar{\sigma}=(\bar{h}, \bar{g}, \bar{\gamma}) \in \Sigma$. Obviously, $\Sigma$ is not empty; moreover, we claim that there exists a $\delta>0$ such that for every $\gamma \in \mathbb{R}_{+}$and any $h \in C([0,1],[0,1])$, $g \in C([0,1], \mathbb{R})$ satisfying the inequalities $\varrho_{C}\left(h, h_{0}\right)<\delta, \varrho_{C}\left(g, g_{0}\right)<\delta$, one has $\sigma=$ $(h, g, \gamma) \in \Sigma$. Indeed, since $\left|\cos g_{0}\left(h_{0}(t)\right)\right|>\sqrt[4]{4 / 5}$ for every $t \in[0,1]$, there exists a positive $\varepsilon_{0}$ such that $|\cos \xi|>\sqrt[4]{4 / 5}$ whenever $\left|\xi-g_{0}\left(h_{0}(t)\right)\right|<\varepsilon_{0}$. From the uniform continuity of the function $g_{0}$ it follows that there is a $\delta_{0}>0$ such that $\left|g_{0}\left(t_{2}\right)-g_{0}\left(t_{1}\right)\right|<2^{-1} \varepsilon_{0}$ for any $t_{1}, t_{2}$ satisfying the inequality $\left|t_{2}-t_{1}\right|<\delta_{0}$. So, taking $\delta \doteq \min \left\{\delta_{0}, 2^{-1} \varepsilon_{0}\right\}$, for all $h \in B_{C}\left(h_{0}, \delta\right), g \in B_{C}\left(g_{0}, \delta\right)$ we have

$$
\left|g(h(t))-g_{0}\left(h_{0}(t)\right)\right| \leq\left|g(h(t))-g_{0}(h(t))\right|+\left|g_{0}(h(t))-g_{0}\left(h_{0}(t)\right)\right|<\varepsilon_{0}
$$

and hence $|\cos g(h(t))|>\sqrt[4]{4 / 5}, \sigma=(h, g, \gamma) \in \Sigma$.
We use the notation from Example 2.2 to denote the sets $\chi, \mathcal{C}_{\chi}^{0}, \mathcal{C}_{\chi}^{+}, \vartheta, \mathcal{C}_{\vartheta}^{0}, \mathcal{C}_{\vartheta}^{+}$, and the map $S_{h}$.

Let the map $\Phi: C([0,1], \mathbb{R}) \times \Sigma \multimap C([0,1], \mathbb{R})$ be given by

$$
\Phi(x, \sigma)=\left\{\begin{array}{cl}
\{y: y(t) \in \varphi(t, x(h(t)), g, \gamma) \forall t\}, & \text { if } S_{h} x \in \mathcal{C}_{\chi}^{0} \\
\varnothing, & \text { if } S_{h} x \in \mathcal{C}_{\chi}^{+}
\end{array}\right.
$$

Then inclusion (2.15) can be written in the form $x \in \Phi(x, \sigma)$. Next, define the maps $\psi$ : $[0,1] \times \mathbb{R} \times C([0,1],[0,1]) \times \mathbb{R}_{+} \rightarrow \operatorname{comp}(\mathbb{R}), \widetilde{\Phi}: C([0,1], \mathbb{R}) \times \Sigma \rightarrow \operatorname{clos}(C([0,1], \mathbb{R}))$ as follows:

$$
\begin{gathered}
\psi(t, x, g, \gamma)=\left\{\begin{array}{cl}
\varphi(t, x, g, \gamma) \cap(-\infty, g(t)+\ln \sqrt{5 / 4}], & \text { for } x \notin \vartheta \\
\{g(t)+\ln \sqrt{5 / 4}\}, & \text { for } x \in \vartheta
\end{array}\right. \\
\widetilde{\Phi}(x, \sigma)=\{y: y(t) \in \psi(t, x(h(t)), g, \gamma) \forall t\}
\end{gathered}
$$

With the maps $\mathcal{A}, \mathcal{B}: C([0,1], \mathbb{R}) \times \Sigma \multimap C([0,1], \mathbb{R})$ given by

$$
\begin{gathered}
\mathcal{A}(x, \sigma)=\left\{\begin{array}{cl}
\{y: y(t) \leq g(t)+\ln \sqrt{5 / 4} \quad \forall t\}, & \text { if } S_{h} x \in \mathcal{C}_{\vartheta}^{0} \\
\varnothing, & \text { if } S_{h} x \in \mathcal{C}_{\vartheta}^{+}
\end{array}\right. \\
\mathcal{B}(x, \sigma)=\left\{\begin{array}{cl}
\varnothing, & \text { if } S_{h} x \in \mathcal{C}_{\vartheta}^{0} \\
\{y: y(t) \in \psi(t, x(h(t)), g, \gamma) & \forall t\}, \\
\text { if } S_{h} x \in \mathcal{C}_{\vartheta}^{+}
\end{array}\right.
\end{gathered}
$$

the map $\widetilde{\Phi}$ satisfies (2.10).
So we have (see Example 2.2):
a) the set $\widetilde{\Phi}(x, \sigma)$ is closed and bounded in $C([0,1], \mathbb{R})$ for any $x \in C([0,1], \mathbb{R})$, $\sigma \in \Sigma$;
b) the map $\widetilde{\Phi}(\cdot, \sigma): C([0,1], \mathbb{R}) \rightarrow \operatorname{clbd}(C([0,1], \mathbb{R}))$ is contracting with the coefficient $q=1 / 2$ for every $\sigma \in \Sigma$.

Next, for every $x \in B_{C}^{o}\left(\bar{x}\left(\sigma_{0}\right), r_{0}\right)$, if the set $\mathcal{B}(x, \sigma)$ is not empty, then $\varrho_{C}(y, g)=$ $\ln \sqrt{5 / 4}$ for every $y \in \mathcal{B}(x, \sigma)$. Therefore,

$$
\begin{aligned}
\varrho_{C}\left(\bar{x}\left(\sigma_{0}\right), \mathcal{B}(x, \sigma)\right) & \geq \varrho_{C}(g, \mathcal{B}(x, \sigma))-\varrho_{C}\left(g, g_{0}\right)-\varrho_{C}\left(g_{0}, \bar{x}\left(\sigma_{0}\right)\right) \\
& \geq \ln \sqrt{5 / 4}-r_{0}-\varrho_{C}\left(g_{0}, \bar{x}\left(\sigma_{0}\right)\right) \\
& =\frac{2}{3}\left(\ln \sqrt{5 / 4}-\varrho_{C}\left(g_{0}, \bar{x}\left(\sigma_{0}\right)\right)\right)=2 r_{0}>r_{0}
\end{aligned}
$$

i.e., inequality (2.13) is satisfied. Finally, if $\varrho_{C}\left(h, h_{0}\right) \rightarrow 0, \varrho_{C}\left(g, g_{0}\right) \rightarrow 0$, and $\gamma \rightarrow \gamma_{0}$, then $\operatorname{dist}\left(\widetilde{\Phi}\left(\bar{x}\left(\sigma_{0}\right), \sigma\right), \widetilde{\Phi}\left(\bar{x}\left(\sigma_{0}\right), \sigma_{0}\right)\right) \rightarrow 0$. So, taking into account the inclusion $\bar{x}\left(\sigma_{0}\right) \in \widetilde{\Phi}\left(\bar{x}\left(\sigma_{0}\right), \sigma_{0}\right)$, we get $\varrho_{C}\left(\bar{x}\left(\sigma_{0}\right), \widetilde{\Phi}\left(\bar{x}\left(\sigma_{0}\right), \sigma\right)\right) \rightarrow 0$ as $\sigma \rightarrow \sigma_{0}$. Thus relation (2.14) is satisfied; all the assumptions of Corollary 2.4 are complied.

## 3. The Cauchy problem for a differential inclusion with NON-COMPACT RIGHT-HAND SIDE

Let there be given a multi-valued map $\varphi:\left[t_{0}, \infty\right) \times \mathbb{R}^{n} \multimap \mathbb{R}^{n}$ and a vector $\chi_{0} \in \mathbb{R}^{n}$. Consider the Cauchy problem for the differential inclusion

$$
\begin{gather*}
\dot{x} \in \varphi(t, x), \quad t \geq t_{0}  \tag{3.1}\\
x\left(t_{0}\right)=\chi_{0} \tag{3.2}
\end{gather*}
$$

We say that the Cauchy problem is solvable on the interval $\left[t_{0}, t_{0}+\tau\right], \tau>0$, if there exists a function $x \in A C\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right)$ satisfying condition (3.2) and inclusion (3.1) a.e. on $\left[t_{0}, t_{0}+\tau\right]$; such a function $x$ is called $a$ solution of (3.1), (3.2) defined on the interval $\left[t_{0}, t_{0}+\tau\right]$.

Problem (3.1), (3.2) is equivalent to the inclusion

$$
\begin{equation*}
y(t) \in \varphi\left(t, \chi_{0}+\int_{t_{0}}^{t} y(s) d s\right), \quad t \geq t_{0} \tag{3.3}
\end{equation*}
$$

with respect to the unknown integrable function $y=\dot{x}$. Theorem 2.1 allows to investigate the solvability of this integral inclusion in situations when the set $\varphi(t, x)$ is defined quite freely (it may be unbounded, non-closed, or even empty). In the work [5], "correction" (2.6) of the multi-valued map generating the right-hand side of inclusion (3.3) was used to study problem (3.1), (3.2). Here we offer the existence result based on more general formula (2.2).

Given $t_{1}>t_{0}$ and functions $R_{0} \in L\left(\left[t_{0}, t_{1}\right], \mathbb{R}_{+}\right), \theta \in L\left(\left[t_{0}, t_{1}\right], \mathbb{R}^{n}\right)$, let

$$
x^{*}(t) \doteq \chi_{0}+\int_{t_{0}}^{t} \theta(s) d s, \gamma(t) \doteq \int_{t_{0}}^{t} R_{0}(s) d s, t \in\left[t_{0}, t_{1}\right]
$$

We are concerned with the existence of a solution to problem (3.1), (3.2), say $\bar{x}$, such that $\dot{\bar{x}} \in B_{\mathbb{R}^{n}}\left(\theta(t), R_{0}(t)\right)$ for a.e. $t$. We would like to avoid a trivial situation when
the function $x^{*}$ is itself a solution of (3.1), (3.2), so we assume that

$$
\begin{equation*}
\exists E \subset\left[t_{0}, t_{1}\right], \mu(E)>0: \quad \theta(t) \notin \varphi\left(t, x^{*}(t)\right) \forall t \in E \tag{3.4}
\end{equation*}
$$

Theorem 3.1. Let there exist maps $\alpha, \beta:\left[t_{0}, t_{1}\right] \times \mathbb{R}^{n} \multimap \mathbb{R}^{n}$ satisfying the following conditions:

1) for a.e. $t \in\left[t_{0}, t_{1}\right]$ and any $x \in B_{\mathbb{R}^{n}}\left(x^{*}(t), \gamma(t)\right)$, the set $\beta(t, x)$ is either empty or such that $\varrho_{\mathbb{R}^{n}}(\theta(t), \beta(t, x)) \geqslant R_{0}(t)$;
2) the map $f:\left[t_{0}, t_{1}\right] \times \mathbb{R}^{n} \multimap \mathbb{R}^{n}$ defined by

$$
\begin{equation*}
f(t, x) \doteq(\varphi(t, x) \cap \alpha(t, x)) \cup \beta(t, x) \tag{3.5}
\end{equation*}
$$

has non-empty bounded images for a.e. $t \in\left[t_{0}, t_{1}\right]$ and any $x \in B_{\mathbb{R}^{n}}\left(x^{*}(t), \gamma(t)\right)$;
3) the map $g:\left[t_{0}, t_{1}\right] \times \mathbb{R}^{n} \multimap \mathbb{R}^{n}$ defined by

$$
g(t, p) \doteq f\left(t, x^{*}(t)+p \gamma(t)\right)
$$

is measurable in $t$ for every $p \in B_{\mathbb{R}^{n}}(0,1)$;
4) there holds the estimate

$$
\begin{equation*}
q^{*} \doteq 1-\operatorname{ess}_{t \in\left[t_{0}, t_{1}\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t)\right)\right)}{R_{0}(t)}>0 \tag{3.6}
\end{equation*}
$$

5) there exists a function $k \in L\left(\left[t_{0}, t_{1}\right], \mathbb{R}_{+}\right)$such that the function $\nu:\left[t_{0}, t_{1}\right] \rightarrow \mathbb{R}_{+}$ defined by the equality $\nu(t) \doteq k(t) / R_{0}(t)$, is essentially bounded and for a.e. $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{equation*}
\operatorname{dist}_{\mathbb{R}^{n}}\left(f\left(t, x_{1}\right), f\left(t, x_{2}\right)\right) \leqslant k(t)\left|x_{1}-x_{2}\right| \quad \forall x_{1}, x_{2} \in B_{\mathbb{R}^{n}}\left(x^{*}(t), \gamma(t)\right) \tag{3.7}
\end{equation*}
$$

Then for any $q \in\left(0, q^{*}\right)$, there is a $\tau>0$ such that problem (3.1),(3.2) has a solution $\bar{x}$ defined on the interval $\left[t_{0}, t_{0}+\tau\right]$ and satisfying the inequality

$$
\begin{equation*}
\operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{|\dot{\bar{x}}(t)-\theta(t)|}{R_{0}(t)}<\frac{1}{1-q} \underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup ^{2}} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t)\right)\right)}{R_{0}(t)} . \tag{3.8}
\end{equation*}
$$

Proof. Take any $\widetilde{q}, q \in\left(0, q^{*}\right)$ such that $\widetilde{q}<q$. According to the essential boundedness of the function $\nu$ and to the property of absolute continuity of the Lebesgue integral, there exists a $\tau \in\left(0, t_{1}-t_{0}\right]$ such that

$$
\begin{equation*}
\operatorname{ess}_{t \in\left[t_{0}, t_{0}+\tau\right]}(\nu(t) \gamma(t)) \leqslant \widetilde{q} . \tag{3.9}
\end{equation*}
$$

Consider the functional space

$$
\begin{equation*}
\mathcal{L} \doteq\left\{y:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}: \underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{|y(t)-\theta(t)|}{R_{0}(t)}<\infty\right\} \tag{3.10}
\end{equation*}
$$

We stress that an integrable function $y$ belongs to $\mathcal{L}$ if and only if there is a number $\lambda \geqslant 0$ such that $|y(t)-\theta(t)| \leqslant \lambda R_{0}(t)$ for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$. From this inequality it follows that $\mathcal{L} \subset L\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right)$. Define a metric in $\mathcal{L}$ by

$$
\begin{equation*}
\varrho_{\mathcal{L}}(y, z) \doteq \operatorname{ess}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{|y(t)-z(t)|}{R_{0}(t)} \quad \forall y, z \in \mathcal{L} \tag{3.11}
\end{equation*}
$$

The metric space $\mathcal{L}$ is isometric to the space of essentially bounded functions $L_{\infty}\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right)$; the isometry is given by the relations

$$
\mathcal{L} \ni y \leftrightarrow z \in L_{\infty}\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right), \quad z(t)=\frac{y(t)-\theta(t)}{R_{0}(t)}, \quad y(t)=\theta(t)+z(t) R_{0}(t)
$$

So the space $\mathcal{L}$ is complete. Moreover, it can be easily checked that the convergence $\varrho_{\mathcal{L}}\left(y_{i}, y\right) \rightarrow 0$ implies the convergence $\left|y_{i}(t)-y(t)\right| \rightarrow 0$ a.e. on $\left[t_{0}, t_{0}+\tau\right]$. We also note that for an arbitrary function $y \in \mathcal{L}$, if $\varrho_{\mathcal{L}}(y, \theta)<1$, then $y(t) \in B_{\mathbb{R}^{n}}^{o}\left(\theta(t), R_{0}(t)\right)$ for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$.

Consider the following operators: the Nemytskii operator $N: C\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right) \multimap$ $\mathcal{L}$ generated by the restriction of the map $\varphi$ to the interval $\left[t_{0}, t_{0}+\tau\right]$,

$$
\begin{equation*}
N x \doteq\left\{y \in \mathcal{L}: y(t) \in \varphi(t, x(t)) \text { for a.e. } t \in\left[t_{0}, t_{0}+\tau\right]\right\} \tag{3.12}
\end{equation*}
$$

the Nemytskii operator $\widetilde{N}: C\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right) \multimap \mathcal{L}$ generated by the restriction of the map $f$ to the interval $\left[t_{0}, t_{0}+\tau\right]$,

$$
\begin{equation*}
\widetilde{N} x \doteq\left\{y \in \mathcal{L}: y(t) \in f(t, x(t)) \text { for a.e. } t \in\left[t_{0}, t_{0}+\tau\right]\right\} \tag{3.13}
\end{equation*}
$$

and the integral operator $I: B_{\mathcal{L}}(\theta, 1) \rightarrow C\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right)$,

$$
(I z)(t) \doteq \chi_{0}+\int_{t_{0}}^{t} z(s) d s, \quad t \in\left[t_{0}, t_{0}+\tau\right]
$$

Now, our aim is to show that Theorem 2.1 can be applied to the map $\Phi=N I$ : $B_{\mathcal{L}}(\theta, 1) \multimap \mathcal{L}$ with the superposition $\widetilde{N} I: B_{\mathcal{L}}(\theta, 1) \multimap \mathcal{L}$ taken as the map $\widetilde{\Phi}$.

We start by proving that $\widetilde{N} I$ is well-defined and has closed images in $\mathcal{L}$. Suppose the restriction $x_{\tau}^{*}$ of the function $x^{*}$ to the interval $t \in\left[t_{0}, t_{0}+\tau\right]$. Denote $\mathfrak{C} \doteq$ $\left\{x \in C\left(\left[t_{0}, t_{0}+\tau\right], \mathbb{R}^{n}\right): x(t) \in B_{\mathbb{R}^{n}}\left(x_{\tau}^{*}(t), \gamma(t)\right), t \in\left[t_{0}, t_{0}+\tau\right]\right\}$. It is obvious that the set $\mathfrak{C}$ is not empty and that any function $x \in \mathfrak{C}$ can be defined by the equalities $x\left(t_{0}\right)=\chi_{0}$ and

$$
\begin{equation*}
x(t)=x_{\tau}^{*}(t)+p(t) \gamma(t), t \in\left(t_{0}, t_{0}+\tau\right] \tag{3.14}
\end{equation*}
$$

where $p:\left(t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}$ is continuous and satisfies the estimate $|p(t)| \leqslant 1$ for all $t$. In what follows it is convenient to extend the function $p$ to the interval $\left[t_{0}, t_{0}+\tau\right]$ by putting $p\left(t_{0}\right)=0$; then equality (3.14) will be true for all $t \in\left[t_{0}, t_{0}+\tau\right]$ and the function $p:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}$ will be measurable.

From the definitions of the space $\mathcal{L}$ and the set $\mathfrak{C}$ it follows directly that $I\left(B_{\mathcal{L}}(\theta, 1)\right) \subset \mathfrak{C}$. Indeed, if $z \in B_{\mathcal{L}}(\theta, 1)$, then $x=I z$ satisfies the relations

$$
\begin{aligned}
\left|x(t)-x_{\tau}^{*}(t)\right| & =\left|\int_{t_{0}}^{t} z(s) d s-\int_{t_{0}}^{t} \theta(s) d s\right| \leqslant \int_{t_{0}}^{t} \frac{|z(s)-\theta(s)|}{R_{0}(s)} R_{0}(s) d s \\
& \leqslant \operatorname{esssup}_{t \in\left[t_{0}, t_{0}+\tau\right]}^{\operatorname{ess}} \frac{|z(t)-\theta(t)|}{R_{0}(t)} \int_{t_{0}}^{t} R_{0}(s) d s \leqslant \int_{t_{0}}^{t} R_{0}(s) d s=\gamma(t)
\end{aligned}
$$

for all $t \in\left[t_{0}, t_{0}+\tau\right]$.
Next, take an arbitrary function $x \in \mathfrak{C}$ and show that the map $f(\cdot, x(\cdot))$ on the interval $\left[t_{0}, t_{0}+\tau\right]$ has a selection that belongs to $\mathcal{L}$. From condition (3.7) and the definition
of $g$ it follows that, for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$, the $\operatorname{map} g(t, \cdot): B_{\mathbb{R}^{n}}(0,1) \rightarrow \operatorname{clos}\left(\mathbb{R}^{n}\right)$ is continuous, moreover, according to assumption 3), the map $g(\cdot, p):\left[t_{0}, t_{0}+\tau\right] \rightarrow \operatorname{clos}\left(\mathbb{R}^{n}\right)$ is measurable for every $p \in B_{\mathbb{R}^{n}}(0,1)$. Then for the function $p:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}$, continuous on $\left(t_{0}, t_{0}+\tau\right]$ and satisfying equality (3.14) and the inclusion $p(t) \in$ $B_{\mathbb{R}^{n}}(0,1), t \in\left[t_{0}, t_{0}+\tau\right]$, there exists a measurable selection $y:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}$ of the map $g(\cdot, p(\cdot))$ (and, as a consequence, of the map $f(\cdot, x(\cdot)))$ such that

$$
\begin{equation*}
|\theta(t)-y(t)|=\varrho_{\mathbb{R}^{n}}(\theta(t), g(t, p(t)))=\varrho_{\mathbb{R}^{n}}(\theta(t), f(t, x(t))) \tag{3.15}
\end{equation*}
$$

for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$ (see, e.g., [3]). According to (3.7), we have the estimate

$$
\begin{align*}
\operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{\varrho_{\mathbb{R}^{n}}(\theta(t), f(t, x(t)))}{R_{0}(t)} & \leqslant \operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{\tau}^{*}(t)\right)\right)}{R_{0}(t)} \\
& +\underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{k(t) \gamma(t)}{R_{0}(t)} . \tag{3.16}
\end{align*}
$$

The function $\gamma(t)$ is bounded on $\left[t_{0}, t_{0}+\tau\right]$ and $\nu(t)=k(t) / R_{0}(t)$ is essentially bounded, so taking into account (3.6), from (3.15) and (3.16) we get that

$$
\underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup ^{2}} \frac{|\theta(t)-y(t)|}{R_{0}(t)}<\infty
$$

Thus, $y \in \mathcal{L}$, i.e., $\widetilde{N} x \neq \varnothing$ for every $x \in \mathfrak{C}$.
To prove that the set $\widetilde{N} x$ is closed in $\mathcal{L}$ for every $x \in \mathfrak{C}$, consider a sequence $\left\{y_{i}\right\}_{i=1}^{\infty} \subset \tilde{N} x$ such that $\varrho_{\mathcal{L}}\left(y_{i}, y\right) \rightarrow 0, i \rightarrow \infty$. Then $\left|y_{i}(t)-y(t)\right| \rightarrow 0$ for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$, and since the set $f(t, x(t))$ is closed in $\mathbb{R}^{n}$, we have $y(t) \in f(t, x(t))$. This means that $y \in \widetilde{N} x$, hence the set $\widetilde{N} x$ is closed.

Our next move is to verify that the superposition $\tilde{N} I: B_{\mathcal{L}}(\theta, 1) \rightarrow \operatorname{clos}(\mathcal{L})$ is $q$-contracting. Let $x_{1}, x_{2} \in \mathfrak{C}$. Pick an arbitrary $y_{1} \in \widetilde{N} x_{1}$ and consider the ball $B_{\mathbb{R}^{n}}\left(y_{1}(t), r_{\varepsilon}(t)\right)$ of radius $r_{\varepsilon}(t)=k(t)\left|x_{1}(t)-x_{2}(t)\right|+\varepsilon$, where $\varepsilon>0$. From (3.7) is follows that for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$, the set $B_{\mathbb{R}^{n}}\left(y_{1}(t), r_{\varepsilon}(t)\right) \cap f\left(t, x_{2}(t)\right)$ is not empty. The map $t \mapsto B_{\mathbb{R}^{n}}\left(y_{1}(t), r_{\varepsilon}(t)\right) \cap f\left(t, x_{2}(t)\right)$ is measurable, therefore it has a measurable selection, say $y_{2}^{\varepsilon}$. So, we have $y_{2}^{\varepsilon} \in \widetilde{N} x_{2}$ and $\left|y_{1}(t)-y_{2}^{\varepsilon}(t)\right| \leqslant r_{\varepsilon}(t)$ for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$. Then

$$
\varrho_{\mathcal{L}}\left(y_{1}, y_{2}^{\varepsilon}\right)=\underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{\left|y_{1}(t)-y_{2}^{\varepsilon}(t)\right|}{R_{0}(t)} \leqslant \underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{r_{\varepsilon}(t)}{R_{0}(t)}
$$

Analoguosly, for any $y_{2} \in \tilde{N} x_{2}$, there exists $y_{1}^{\varepsilon} \in \tilde{N} x_{1}$ such that

$$
\varrho_{\mathcal{L}}\left(y_{1}^{\varepsilon}, y_{2}\right) \leqslant \underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{r_{\varepsilon}(t)}{R_{0}(t)}
$$

Since $\varepsilon>0$ has been chosen arbitrary, from these inequalities it follows that

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{L}}\left(\widetilde{N} x_{1}, \tilde{N} x_{2}\right) \leqslant \operatorname{ess} \sup _{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{k(t)\left|x_{1}(t)-x_{2}(t)\right|}{R_{0}(t)} \tag{3.17}
\end{equation*}
$$

Now for any $z_{1}, z_{2} \in B_{\mathcal{L}}(\theta, 1)$, we get the relations

$$
\begin{aligned}
\operatorname{dist}_{\mathcal{L}}\left(\tilde{N} I z_{1}, \tilde{N} I z_{2}\right) & \leqslant \operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{k(t)}{R_{0}(t)}\left|\int_{t_{0}}^{t}\left(z_{1}(s)-z_{2}(s)\right) d s\right| \\
& \leqslant \operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{k(t)}{R_{0}(t)} \int_{t_{0}}^{t} R_{0}(s) \frac{\left|z_{1}(s)-z_{2}(s)\right|}{R_{0}(s)} d s \\
& =\varrho_{\mathcal{L}}\left(z_{1}, z_{2}\right) \underset{t \in\left[t_{0}, t_{0}+\tau\right]}{\operatorname{ess} \sup } \frac{k(t)}{R_{0}(t)} \int_{t_{0}}^{t} R_{0}(s) d s,
\end{aligned}
$$

and, taking into account estimate (3.9), the inequality

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{L}}\left(\tilde{N} I z_{1}, \tilde{N} I z_{2}\right) \leqslant q \varrho_{\mathcal{L}}\left(z_{1}, z_{2}\right) \tag{3.18}
\end{equation*}
$$

Thus, the $\operatorname{map} \widetilde{N} I: B_{\mathcal{L}}(\theta, 1) \rightarrow \operatorname{clos}(\mathcal{L})$ is contracting.
According to definitions (3.5), (3.13) of the map $f$ and the corresponding Nemytskii operator $\widetilde{N}$, the equality

$$
\tilde{N}(x)=(N(x) \cap \mathcal{A}(x)) \cup \mathcal{B}(x)
$$

holds for any $x \in \mathfrak{C}$, where $\mathcal{A}(x)=\left\{y \in \mathcal{L}: y(t) \in \alpha(t, x(t))\right.$ for a.e. $\left.t \in\left[t_{0}, t_{0}+\tau\right]\right\}$ and $\mathcal{B}(x)$ is the set of functions having the following property: for $z \in \tilde{N}(x)$, the inclusion $z \in \mathcal{B}(x)$ is true if and only if there exists a set $E(z) \subset\left[t_{0}, t_{0}+\tau\right]$ of measure $\mu(E(z))>0$ such that $z(t) \in \beta(t, x(t))$ for a.e. $t \in E(z)$. Let us prove that for any $y \in B_{\mathcal{L}}(\theta, 1)$, if $\mathcal{B} I y \neq \varnothing$, then $\varrho(\theta, \mathcal{B} I y) \geqslant 1$. Take arbitrary $y \in B_{\mathcal{L}}(\theta, 1)$ and $z \in \mathcal{B}(x)$, where $x=I y$, and estimate $\varrho_{\mathcal{L}}(\theta, z)$. From the definition of the operator $\mathcal{B}$ it follows that

$$
\varrho_{\mathcal{L}}(\theta, z) \doteq{\operatorname{ess} \sup _{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{|\theta(t)-z(t)|}{R_{0}(t)} \geqslant \underset{t \in E(z)}{\operatorname{ess} \sup } \frac{|\theta(t)-z(t)|}{R_{0}(t)} . . . ~ . ~}_{t}
$$

Since $x$ satisfies the inequality $\varrho_{\mathbb{R}^{n}}(\theta(t), \beta(t, x(t))) \geqslant R_{0}(t)$ a.e. on $\left[t_{0}, t_{0}+\tau\right]$ (see assumption 1)), we get the relations

$$
\underset{t \in E(z)}{\operatorname{ess} \sup } \frac{|\theta(t)-z(t)|}{R_{0}(t)} \geqslant \underset{t \in E(z)}{\operatorname{ess} \sup } \frac{\varrho_{\mathbb{R}^{n}}(\theta(t), \beta(t, x(t))}{R_{0}(t)} \geqslant \underset{t \in E(z)}{\operatorname{ess} \sup } \frac{R_{0}(t)}{R_{0}(t)}=1
$$

Thus, $\varrho_{\mathcal{L}}(\theta, \mathcal{B} I y) \geqslant 1$ for every $y \in B_{\mathcal{L}}(\theta, 1)$.
Let us verify the inequality $(1-\widetilde{q})^{-1} \varrho_{\mathcal{L}}(\theta, \widetilde{N} I \theta)<1$. The function $\theta(\cdot)$ is measurable, the function $f\left(\cdot, x_{\tau}^{*}(\cdot)\right)=g(\cdot, 0)$ is measurable with closed values, so there exists a measurable function $u:\left[t_{0}, t_{0}+\tau\right] \rightarrow \mathbb{R}^{n}$ such that $u(t) \in f\left(t, x_{\tau}^{*}(t)\right)$ and $|\theta(t)-u(t)|=\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{\tau}^{*}(t)\right)\right)$ for a.e. $t \in\left[t_{0}, t_{0}+\tau\right]$. Considering this, inequality (3.6), and the choice of $\widetilde{q}$, we get that $\varrho_{\mathcal{L}}(\theta, u)<1-\widetilde{q}$. Thus, $u \in \widetilde{N} x_{\tau}^{*}=\widetilde{N} I \theta$, and thereby

$$
\varrho_{\mathcal{L}}(\theta, \widetilde{N} I \theta)=\inf _{z \in \widetilde{N} I \theta} \varrho_{\mathcal{L}}(\theta, z) \leqslant \varrho_{\mathcal{L}}(\theta, u)<1-\widetilde{q}
$$

i.e., the required inequality holds true.

So, taken $r_{0}=1$, all the assumptions of Theorem 2.1 are satisfied. Denote $\mathfrak{r} \doteq$ $\operatorname{esssup}_{t \in\left[t_{0}, t_{0}+\tau\right]}\left[\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t)\right)\right)\left(R_{0}(t)\right)^{-1}\right]$. According to condition (3.4), $\mathfrak{r} \neq 0$. Then, by Theorem 2.1, for $\varepsilon=\mathfrak{r}(q-\widetilde{q})((1-\widetilde{q})(1-q))^{-1}$ and $r$ satisfying the relations

$$
r \leqslant 1, \quad \frac{1}{1-\widetilde{q}} \varrho_{\mathcal{L}}(\theta, \tilde{N} I \theta)<r<\frac{1}{1-\widetilde{q}} \varrho_{\mathcal{L}}(\theta, \tilde{N} I \theta)+\varepsilon
$$

there exists a fixed point of the map $N I$, say $\bar{y}$, such that

$$
\begin{equation*}
\operatorname{esssup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{|\bar{y}(t)-\theta(t)|}{R_{0}(t)}<r \tag{3.19}
\end{equation*}
$$

The function $\bar{x}=I \bar{y}$ is a solution of problem (3.1), (3.2) on the interval $\left[t_{0}, t_{0}+\tau\right]$. From estimate (3.19) and relation

$$
\varrho_{\mathcal{L}}(\theta, \tilde{N} I \theta) \leqslant \operatorname{ess~sup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t)\right)\right)}{R_{0}(t)}
$$

it follows that this solution satisfies the inequality

$$
\operatorname{esssup}_{t \in\left[t_{0}, t_{0}+\tau\right]} \frac{|\dot{\bar{x}}(t)-\theta(t)|}{R_{0}(t)}<\frac{\mathfrak{r}}{1-\widetilde{q}}+\frac{\mathfrak{r}(q-\widetilde{q})}{(1-\widetilde{q})(1-q)}=\frac{\mathfrak{r}}{1-q}
$$

Remark 3.2. Let us point out the major differences of proved Theorem 3.1 from the corresponding result of the paper [5]. First, it is rather free choice of the maps $\alpha$ and $\beta$; in [5], these maps do not depend on $x$ and are defined, for all $(t, x)$, by the equalities $\alpha(t, x)=B_{\mathbb{R}^{n}}^{o}\left(\theta(t), R_{0}(t)\right), \beta(t, x)=S_{\mathbb{R}^{n}}\left(\theta(t), R_{0}(t)\right)$. Secondly, assumptions 1), 2), 5) of Theorem 3.1 are supposed to be held for $x$ changing in the ball $B_{\mathbb{R}^{n}}\left(x^{*}(t), \gamma(t)\right)$ which center and radius depend on $t$, moreover, $\gamma(t) \rightarrow 0$ as $t \rightarrow t_{0}$; in [5], the analogous assumptions should hold for $x$ changing in the ball $B_{\mathbb{R}^{n}}\left(\chi_{0}, \delta\right)$ of constant center and radius, and this, obviously, gives more severe restrictions. The latter refinement is particularly substantial; to confirm this, we consider the following example.
Example 3.3. Let the map $\varphi:[0, \infty) \times \mathbb{R} \multimap \mathbb{R}$ be given by the equality $\varphi(t, x) \doteq$ $\{\operatorname{sign} x\}$ (so $\varphi$ can be viewed as a single-valued map). We show that Theorem 3.1 can be applied to the Cauchy problem

$$
\begin{gathered}
\dot{x} \in\{\operatorname{sign} x\}, t \geqslant 0, \\
x(0)=0 .
\end{gathered}
$$

Take any $t_{1} \in(0, \ln (3 / 2))$ and put $\theta(t)=e^{t}, R_{0}(t)=2^{-1}$. Then

$$
x^{*}(t)=e^{t}-1, \quad \gamma(t)=2^{-1} t, \quad t \in\left[0, t_{1}\right]
$$

Next, for $t \in\left[0, t_{1}\right], x \in B_{\mathbb{R}}\left(x^{*}(t), \gamma(t)\right)$, define

$$
\alpha(t, x)=\mathbb{R}, \beta(t, x)=\varnothing
$$

Since $\left(e^{t}-1\right) \pm 2^{-1} t>0, t \in\left(0, t_{1}\right]$, we have:

$$
\begin{gathered}
f(t, x)=\{1\}, \quad t \in\left(0, t_{1}\right], \quad x \in B_{\mathbb{R}}\left(x^{*}(t), \gamma(t)\right) \\
g(t, p)=f\left(t, e^{t}-1+2^{-1} p t\right)=\{1\}, \quad t \in\left(0, t_{1}\right], p \in B_{\mathbb{R}}(0,1)=[-1,1] .
\end{gathered}
$$

It is obvious that conditions 2) and 3) of Theorem 3.1 are fulfilled. Besides, for all $t \in\left[0, t_{1}\right], x \in B_{\mathbb{R}}\left(x^{*}(t), \gamma(t)\right)$, the set $\beta(t, x)$ is empty, the relation

$$
\operatorname{ess~sup}_{t \in\left[t_{0}, t_{1}\right]} \frac{\varrho_{\mathbb{R}}\left(\theta(t), f\left(t, x^{*}(t)\right)\right)}{R_{0}(t)}=\underset{t \in\left(0, t_{1}\right]}{\operatorname{ess} \sup } \frac{\varrho_{\mathbb{R}}\left(e^{t},\{1\}\right)}{2^{-1}}=2\left(e^{t_{1}}-1\right)<2\left(\frac{3}{2}-1\right)=1
$$

takes place, and for all $t \in\left(0, t_{1}\right], x_{1}, x_{2} \in B_{\mathbb{R}}\left(x^{*}(t), \gamma(t)\right)$, the equality

$$
\operatorname{dist}_{\mathbb{R}}\left(f\left(t, x_{1}\right), f\left(t, x_{2}\right)\right)=0
$$

holds true. So, conditions 1), 4), 5) of Theorem 3.1 are also satisfied.
On the other hand, if we try to use here the results of the paper [5] and consider, instead of the ball $B_{\mathbb{R}}\left(e^{t}-1,2^{-1} t\right)$, the ball $B_{\mathbb{R}}(0, \delta)$ of any arbitrary small radius $\delta>0$, then we get $f(t, x)=\{\operatorname{sign} x\}$ for $(t, x) \in\left[0, t_{1}\right] \times B_{\mathbb{R}}(0, \delta)$, i.e., the map $x \rightarrow f(t, x)$, for any $t \in\left[0, t_{1}\right]$, is not even continuous on $B_{\mathbb{R}}(0, \delta)$; thus, assumption 5) does not hold.

Now we turn to the problem of continuous dependence of solutions to the Cauchy problem on parameters. Let $\Sigma$ be a topological space, $\varphi:\left[t_{0}, \infty\right) \times \mathbb{R}^{n} \times \Sigma \multimap \mathbb{R}^{n}$, and $\chi_{0}: \Sigma \rightarrow \mathbb{R}^{n}$. Consider the problem

$$
\begin{gather*}
\dot{x} \in \varphi(t, x, \sigma), t \geqslant t_{0}  \tag{3.20}\\
x\left(t_{0}\right)=\chi_{0}(\sigma) \tag{3.21}
\end{gather*}
$$

Let the interval $\left[t_{0}, T\right] \subset \mathbb{R}$ be fixed, $\sigma_{0} \in \Sigma$, $\chi_{0}^{*} \in \mathbb{R}^{n}$ be given, and let the functions $R_{0} \in L\left(\left[t_{0}, T\right], \mathbb{R}_{+}\right), \theta \in L\left(\left[t_{0}, T\right], \mathbb{R}^{n}\right), x_{0}^{*}(t) \doteq \chi_{0}^{*}+\int_{t_{0}}^{t} \theta(s) d s, t \in\left[t_{0}, T\right]$, be defined. We are concerned with the existence of a solution to problem (3.20), (3.21), say $\bar{x}(\sigma)$, defined on the interval $\left[t_{0}, T\right]$ and such that $\bar{x}(\sigma) \rightarrow x_{0}^{*}$ in $A C\left(\left[t_{0}, T\right], \mathbb{R}^{n}\right)$ as $\sigma \rightarrow \sigma_{0}$. Theorem 3.4. Let there exist maps $\alpha:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \Sigma \multimap \mathbb{R}^{n}, \beta:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \Sigma \multimap$ $\mathbb{R}^{n}$ and a number $\delta>0$ satisfying the following conditions:

1) for a.e. $t \in\left[t_{0}, T\right]$, any $x \in B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right)$ and $\sigma \in \Sigma^{*}=\Sigma \backslash\left\{\sigma_{0}\right\}$, the set $\beta(t, x, \sigma)$ is either empty or such that $\varrho_{\mathbb{R}^{n}}(\theta(t), \beta(t, x, \sigma)) \geqslant R_{0}(t)$;
2) the $\operatorname{map} f:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \Sigma \multimap \mathbb{R}^{n}$ defined by the equality

$$
f(t, x, \sigma) \doteq(\varphi(t, x, \sigma) \cap \alpha(t, x, \sigma)) \cup \beta(t, x, \sigma)
$$

has non-empty closed images for a.e. $t \in\left[t_{0}, T\right]$ and any $x \in B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right), \sigma \in \Sigma^{*}$;
3) the map $g:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \Sigma \multimap \mathbb{R}^{n}$ defined by the equality

$$
g(t, p, \sigma) \doteq f\left(t, x_{0}^{*}(t)+p, \sigma\right)
$$

is measurable in $t$ for any $p \in B_{\mathbb{R}^{n}}(0, \delta)$ and $\sigma \in \Sigma^{*}$;
4)

$$
\begin{equation*}
\operatorname{ess}_{t \in\left[t_{0}, T\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)} \rightarrow 0, \quad \chi_{0}(\sigma) \rightarrow \chi_{0}^{*} \tag{3.22}
\end{equation*}
$$

as $\sigma \rightarrow \sigma_{0}$;
5) there exists a function $k \in L\left(\left[t_{0}, T\right], \mathbb{R}_{+}\right)$such that the function $\nu:\left[t_{0}, T\right] \rightarrow \mathbb{R}_{+}$ defined as $\nu(t) \doteq k(t) / R_{0}(t)$, is essentially bounded, and for a.e. $t \in\left[t_{0}, T\right]$ and any $\sigma \in \Sigma^{*}$, there holds the relation

$$
\begin{equation*}
\operatorname{dist}_{\mathbb{R}^{n}}\left(f\left(t, x_{1}, \sigma\right), f\left(t, x_{2}, \sigma\right)\right) \leqslant k(t)\left|x_{1}-x_{2}\right| \quad \forall x_{1}, x_{2} \in B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right) \tag{3.23}
\end{equation*}
$$

Then there exists a neighborhood of $\sigma_{0}$ such that for any $\sigma \neq \sigma_{0}$ from this neighborhood, there is a solution $\bar{x}(\sigma)$ of problem (3.20), (3.21) on the interval $\left[t_{0}, T\right]$ such that $\bar{x}(\sigma) \rightarrow x_{0}^{*}$ in $A C\left(\left[t_{0}, T\right], \mathbb{R}^{n}\right)$ as $\sigma \rightarrow \sigma_{0}$, moreover,

$$
\begin{equation*}
\underset{t \in\left[t_{0}, T\right]}{\operatorname{ess} \sup _{1}} \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)} \rightarrow 0 . \tag{3.24}
\end{equation*}
$$

Proof. Without loss of generality, assume $\delta<1$; take any $q \in(0,1), q^{*} \in(q, 1)$, and $\varepsilon>0$ satisfying the inequalities

$$
\begin{equation*}
\varepsilon<\frac{\delta}{2}, \quad \varepsilon \underset{t \in\left[t_{0}, T\right]}{\operatorname{ess} \sup } \nu(t)<\frac{1-q^{*}}{2} \tag{3.25}
\end{equation*}
$$

Let $Q \doteq(1-q)^{-1}$ ess sup $\nu(t)$ (note that by the second estimate in (3.25), it follows $t \in\left[t_{0}, T\right]$
that $\left.Q<(2 \varepsilon)^{-1}\right)$. According to the essential boundedness of the function $\nu$ and to the property of absolute continuity of the Lebesgue integral, there exists a $\tau \in$ $\left(0, T-t_{0}\right]$ such that for any $t \in\left[t_{0}, T\right]$, the following relations take place:

$$
\begin{gather*}
\operatorname{eissup}_{s \in[t, t+\tau] \cap\left[t_{0}, T\right]}\left(\nu(s) \int_{t}^{s} R_{0}(\xi) d \xi\right) \leqslant q,  \tag{3.26}\\
\int_{[t, t+\tau] \cap\left[t_{0}, T\right]} R_{0}(\xi) d \xi \leqslant \varepsilon  \tag{3.27}\\
1+Q<2^{\frac{T-t_{0}}{\tau}} \tag{3.28}
\end{gather*}
$$

Denoted $\mathfrak{m} \doteq \min \left\{m \in \mathbb{N}: m \geqslant \tau^{-1}\left(T-t_{0}\right)\right\}$, we split the interval $\left[t_{0}, T\right]$ into $\mathfrak{m}$ parts by the points $t_{i} \doteq t_{0}+i \tau, i=0,1, \ldots, \mathfrak{m}-1, t_{\mathfrak{m}} \doteq T$. For any $i=0,1, \ldots, \mathfrak{m}-1$, consider the "auxiliary" Cauchy problem

$$
\begin{gather*}
\dot{x} \in \varphi(t, x, \sigma), t \in\left[t_{i}, t_{i+1}\right]  \tag{3.29}\\
x\left(t_{i}\right)=\chi \tag{3.30}
\end{gather*}
$$

We prove that there exists a neighborhood, say $W\left(\sigma_{0}\right)$, of the point $\sigma_{0}$ such that for every $\sigma \in W\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, and each $\chi \in B_{\mathbb{R}^{n}}\left(x_{0}^{*}\left(t_{i}\right), \varepsilon\right)$, problem (3.29), (3.30) has a solution defined on $\left[t_{i}, t_{i+1}\right]$.

Denote $x^{*}(t) \doteq \chi+\int_{t_{i}}^{t} \theta(s) d s, t \in\left[t_{1}, t_{i+1}\right]$. First of all, for arbitrary $\sigma \in \Sigma^{*}$, $t \in\left[t_{i}, t_{i+1}\right]$ and any $x \in B_{\mathbb{R}^{n}}\left(x^{*}(t), \int_{t_{i}}^{t} R_{0}(s) d s\right)$, from estimates (3.25) and (3.27) it follows that

$$
\left|x-x_{0}^{*}(t)\right| \leqslant\left|x-x^{*}(t)\right|+\left|x^{*}(t)-x_{0}^{*}(t)\right| \leqslant \int_{t_{i}}^{t} R_{0}(s) d s+\left|\chi-x_{0}^{*}\left(t_{i}\right)\right|<2 \varepsilon=\delta
$$

i.e., we have the inclusion

$$
B_{\mathbb{R}^{n}}\left(x^{*}(t), \int_{t_{i}}^{t} R_{0}(s) d s\right) \subset B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right), \quad t \in\left[t_{i}, t_{i+1}\right], \sigma \in \Sigma^{*}
$$

Let $W\left(\sigma_{0}\right)$ be a neighborhood of $\sigma_{0}$ such that

$$
\operatorname{ess~}_{t \in\left[t_{0}, T\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)}<\frac{1-q^{*}}{2} \forall \sigma \in W\left(\sigma_{0}\right), \sigma \neq \sigma_{0}
$$

(by (3.22), such a neighborhood does exist). Then, taking into account the Lipschitz condition (3.23) and estimates (3.25), for any $\sigma \in W\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, we get

$$
\begin{aligned}
\operatorname{ess~sup}_{t \in\left[t_{i}, t_{i+1}\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t), \sigma\right)\right)}{R_{0}(t)} & \leqslant \underset{t \in\left[t_{i}, t_{i+1}\right]}{\operatorname{ess} \sup } \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)} \\
& +\underset{t \in\left[t_{i}, t_{i+1}\right]}{\operatorname{esssup}} \frac{\operatorname{dist}_{\mathbb{R}^{n}}\left(f\left(t, x_{0}^{*}(t), \sigma\right), f\left(t, x^{*}(t), \sigma\right)\right)}{R_{0}(t)} \\
& <\frac{1-q^{*}}{2}+\underset{t \in\left[t_{i}, t_{i+1}\right]}{\operatorname{ess} \sup ^{\prime}} \frac{k(t)}{R_{0}(t)}\left|x_{0}^{*}\left(t_{i}\right)-\chi\right| \\
& \leqslant \frac{1-q^{*}}{2}+\frac{1-q^{*}}{2}=1-q^{*} .
\end{aligned}
$$

So for every $\sigma \in W\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, problem (3.29), (3.30) satisfies all the conditions of Theorem 3.1. This guarantees the existence of a solution $\bar{x}(\sigma)$ to (3.29), (3.30) defined on the interval $\left[t_{i}, t_{i+1}\right]$ of length $\tau$ and satisfying the estimate

$$
\begin{equation*}
\operatorname{ess}_{t \in\left[t_{i}, t_{i+1}\right]} \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)}<\frac{1}{1-q} \underset{t \in\left[t_{i}, t_{i+1}\right]}{\operatorname{ess} \sup ^{\prime}} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x^{*}(t), \sigma\right)\right)}{R_{0}(t)} . \tag{3.31}
\end{equation*}
$$

Next, using again the first relation in (3.22), find a neighborhood $V\left(\sigma_{0}\right) \subset W\left(\sigma_{0}\right)$ of $\sigma_{0}$ such that for any $\sigma \in V\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, the inequality

$$
\frac{1}{1-q} \underset{t \in\left[t_{0}, T\right]}{\operatorname{ess} \sup } \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)}<\frac{\varepsilon}{2^{\mathfrak{m}}}
$$

holds true. Then provided $\left|\chi-x_{0}^{*}\left(t_{i}\right)\right|<2^{-\mathfrak{m}} \varepsilon$, for any $\sigma \in V\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, the mentioned solution $\bar{x}(\sigma)$ of problem (3.29), (3.30) satisfies the relation

$$
\begin{equation*}
\underset{t \in\left[t_{i}, t_{i+1}\right]}{\operatorname{ess} \sup } \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)}<\varepsilon \tag{3.32}
\end{equation*}
$$

Indeed, from the above estimates, and inequalities (3.28) and (3.31) it follows that

$$
\begin{aligned}
& \operatorname{esssup}_{t \in\left[t_{i}, t_{i+1}\right]} \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)}<\frac{1}{1-q} \operatorname{ess~sup}_{t \in\left[t_{i}, t_{i+1}\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)} \\
&+\frac{1}{1-q} \operatorname{ess} \operatorname{essup} \\
& t \in\left[t_{i}, t_{i+1}\right] \\
& \frac{k(t)}{R_{0}(t)}\left|\chi-x_{0}^{*}\left(t_{i}\right)\right| \\
&<\frac{\varepsilon}{2^{\mathfrak{m}}}+Q \frac{\varepsilon}{2^{\mathfrak{m}}}<\frac{\varepsilon}{2^{\mathfrak{m}}}(1+Q)<\varepsilon .
\end{aligned}
$$

Now, we go back to the initial Cauchy problem (3.20), (3.21). Let us show that there exists a neighborhood of $\sigma_{0}$ such that for any $\sigma \neq \sigma_{0}$ from this neighborhood, there is a solution of $(3.20),(3.21)$ defined on the interval $\left[t_{0}, T\right]$ and staying, for every $t$, in the ball $B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), 2^{-\mathfrak{m}} \varepsilon\right)$.

Denote $\bar{\varepsilon} \doteq 2^{-(2 \mathfrak{m}+1)} \varepsilon$. According to relations (3.22), there exists a neighborhood $\Sigma\left(\sigma_{0}\right) \subset V\left(\sigma_{0}\right)$ of $\sigma_{0}$ such that for any $\sigma \in \Sigma\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, the estimates

$$
\begin{equation*}
\left|\chi_{0}(\sigma)-\chi_{0}^{*}\right|<\bar{\varepsilon}, \quad \frac{1}{1-q} \underset{t \in\left[t_{0}, T\right]}{\operatorname{ess} \sup } \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)}<\bar{\varepsilon} \tag{3.33}
\end{equation*}
$$

hold true. For every $\sigma \in \Sigma\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, problem (3.20), (3.21) has a solution $\bar{x}(\sigma)$ defined on the interval $\left[t_{0}, t_{1}\right]$ and satisfying inequality (3.31). Then from (3.33), taking into account (3.25) and (3.27), we get that for a.e. $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{gathered}
\left|\bar{x}(t, \sigma)-x_{0}^{*}(t)\right| \leqslant\left|\chi_{0}(\sigma)-\chi_{0}^{*}\right|+\int_{t_{0}}^{t}|\dot{\bar{x}}(s, \sigma)-\theta(s)| d s \\
<\bar{\varepsilon}+\int_{t_{0}}^{t} \frac{|\dot{\bar{x}}(s, \sigma)-\theta(s)|}{R_{0}(s)} \cdot R_{0}(s) d s \\
<\bar{\varepsilon}+\int_{t_{0}}^{t} \frac{1}{1-q} \operatorname{ess} \sup _{s \in\left[t_{0}, t_{1}\right]}\left(\frac{\varrho_{\mathbb{R}^{n}}\left(\theta(s), f\left(s, x_{0}^{*}(s), \sigma\right)\right)}{R_{0}(s)}+\frac{k(s)}{R_{0}(s)} \bar{\varepsilon}\right) R_{0}(s) d s \\
=\bar{\varepsilon}+\frac{1}{1-q} \operatorname{ess~sup}_{t \in\left[t_{0}, t_{1}\right]} \frac{\varrho_{\mathbb{R}^{n}}\left(\theta(t), f\left(t, x_{0}^{*}(t), \sigma\right)\right)}{R_{0}(t)} \int_{t_{0}}^{t} R_{0}(s) d s+ \\
+\bar{\varepsilon} \frac{1}{1-q} \operatorname{ess~sup}_{t \in\left[t_{0}, t_{1}\right]} \nu(t) \int_{t_{0}}^{t} R_{0}(s) d s<\bar{\varepsilon}+\bar{\varepsilon}+\bar{\varepsilon} Q \varepsilon<2 \bar{\varepsilon}+\bar{\varepsilon}=3 \bar{\varepsilon} .
\end{gathered}
$$

Since $\left|\bar{x}\left(t_{1}, \sigma\right)-x_{0}^{*}\left(t_{1}\right)\right|<3 \bar{\varepsilon}<2^{-\mathfrak{m}} \varepsilon$, the solution $\bar{x}(\sigma)$ can be extended on the interval $\left[t_{1}, t_{2}\right]$. This extension, denoted again by $\bar{x}(\sigma)$, is a solution of the Cauchy problem for inclusion (3.20) with the initial condition

$$
x\left(t_{1}\right)=\bar{x}\left(t_{1}, \sigma\right)
$$

and satisfies inequality (3.31) on $\left[t_{1}, t_{2}\right]$. Then for any $t \in\left[t_{1}, t_{2}\right]$, we get:

$$
\begin{gathered}
\left|\bar{x}(t, \sigma)-x_{0}^{*}(t)\right| \leqslant\left|\bar{x}\left(t_{1}, \sigma\right)-x_{0}^{*}\left(t_{1}\right)\right|+\int_{t_{1}}^{t}|\dot{\bar{x}}(t, \sigma)-\theta(t)| d t \\
<3 \bar{\varepsilon}+\int_{t_{1}}^{t} \frac{|\dot{\bar{x}}(s, \sigma)-\theta(s)|}{R_{0}(s)} \cdot R_{0}(s) d t \\
<3 \bar{\varepsilon}+\int_{t_{1}}^{t} \frac{1}{1-q} \operatorname{esssup}_{s \in\left[t_{1}, t_{2}\right]}\left(\frac{\varrho_{\mathbb{R}^{n}}\left(\theta(s), f\left(s, x_{0}^{*}(s), \sigma\right)\right)}{R_{0}(s)}+\frac{k(s)}{R_{0}(s)} 3 \bar{\varepsilon}\right) R_{0}(s) d s \\
<3 \bar{\varepsilon}+\bar{\varepsilon}+3 \bar{\varepsilon}=7 \bar{\varepsilon}=\left(2^{0}+2^{1}+2^{2}\right) \bar{\varepsilon} .
\end{gathered}
$$

From this estimate it follows that $\left|\bar{x}\left(t_{2}, \sigma\right)-x_{0}^{*}\left(t_{2}\right)\right|<7 \bar{\varepsilon}<2^{-\mathfrak{m}} \varepsilon$, hence, the solution $\bar{x}(\sigma)$ can be extended on the interval $\left[t_{2}, t_{3}\right]$, and the extension will satisfy, for all $t \in\left[t_{2}, t_{3}\right]$, the inequality

$$
\left|\bar{x}(t, \sigma)-x_{0}^{*}(t)\right|<7 \bar{\varepsilon}+\bar{\varepsilon}+7 \bar{\varepsilon}=15 \bar{\varepsilon}=\left(2^{0}+2^{1}+2^{2}+2^{3}\right) \bar{\varepsilon}
$$

Since $\left|\bar{x}(t, \sigma)-x_{0}^{*}(t)\right|<15 \bar{\varepsilon}<2^{-\mathfrak{m}} \varepsilon$, the solution $\bar{x}(\sigma)$ can be extended on the interval [ $\left.t_{3}, t_{4}\right]$, etc. For any $t \in\left[t_{\mathfrak{m}-1}, t_{\mathfrak{m}}\right]$, we get:

$$
\begin{aligned}
\left|\bar{x}(t, \sigma)-x_{0}^{*}(t)\right| & <\left(2^{0}+2^{1}+2^{2}+\ldots+2^{\mathfrak{m}-1}+2^{\mathfrak{m}}\right) \bar{\varepsilon} \\
& =\left(2^{\mathfrak{m}+1}-1\right) \bar{\varepsilon}<2^{\mathfrak{m}+1} \bar{\varepsilon}=2^{\mathfrak{m}+1} \frac{\varepsilon}{2^{2 \mathfrak{m}+1}}=\frac{\varepsilon}{2^{\mathfrak{m}}}
\end{aligned}
$$

Thus, for every $\sigma \in \Sigma\left(\sigma_{0}\right), \sigma \neq \sigma_{0}$, we have a solution, the function $\bar{x}(\sigma)$, of problem (3.20), (3.21) defined on the interval $\left[t_{0}, T\right]$ and satisfying, for all $t \in\left[t_{0}, T\right]$, the inclusion $\bar{x}(t, \sigma) \in B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), 2^{-\mathfrak{m}} \varepsilon\right)$.

Now, let $\sigma \rightarrow \sigma_{0}$, then (3.24) takes place. In fact, the solution $\bar{x}(\sigma), \sigma \in \Sigma\left(\sigma_{0}\right)$, $\sigma \neq \sigma_{0}$, for every $i=0,1, \ldots, \mathfrak{m}-1$, satisfies inequality (3.32). This means that the estimate

$$
\underset{t \in\left[t_{0}, T\right]}{\operatorname{ess} \sup ^{\prime}} \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)}=\max \left\{\operatorname{ess} \sup _{t \in\left[t_{i}, t_{i+1}\right]} \frac{|\dot{\bar{x}}(t, \sigma)-\theta(t)|}{R_{0}(t)}, i=0,1, \ldots, \mathfrak{m}-1\right\}<\varepsilon
$$

holds true, so, according to the arbitrariness of $\varepsilon$, we obtain (3.24).
From relation (3.24) it follows that $\dot{\bar{x}}(\sigma) \rightarrow \theta$ in $L\left(\left[t_{0}, T\right], \mathbb{R}^{n}\right)$ as $\sigma \rightarrow \sigma_{0}$, and since $\left|\bar{x}\left(t_{0}, \sigma\right)-x_{0}^{*}\left(t_{0}\right)\right| \rightarrow 0$, we get that $\bar{x}(\sigma) \rightarrow x_{0}^{*}$ in $A C\left(\left[t_{0}, T\right], \mathbb{R}^{n}\right)$ as $\sigma \rightarrow \sigma_{0}$.

It should be noticed that Theorem 3.4 does not guarantee the existence of solutions for the "limit" problem $\dot{x} \in \varphi\left(t, x, \sigma_{0}\right), x\left(t_{0}\right)=\chi_{0}^{*}$, but, if this problem is solvable, then we get the following statement which is a consequence of Theorem 3.4.
Corollary 3.5. Let $\mathcal{H}(\sigma), \sigma \in \Sigma$, denote the set of solutions to problem (3.20), (3.21) defined on the interval $\left[t_{0}, T\right]$. If $\mathcal{H}\left(\sigma_{0}\right) \neq \varnothing$ and the assumptions of Theorem 3.4 are complied for every $x_{0}^{*} \in \mathcal{H}(\sigma)$, then the map $\sigma \rightarrow \mathcal{H}(\sigma)$ is lower semicontinuous at $\sigma_{0}$.

Note that in Theorem 3.4, conditions 1), 2), 5) should hold for all $x$ from the ball $B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right)$ of constant radius $\delta>0$. In some problems (see Example 3.7 below) these requirements are satisfied when $x$ changes (for every $t$ ) in the ball $B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta \gamma(t)\right)$,
where $\gamma(t) \doteq \int_{t_{0}}^{t} R_{0}(s) d s$. For $t=t_{0}$, this ball contains the only point $x_{0}^{*}\left(t_{0}\right)=\chi_{0}^{*}$. So, if $\chi_{0}(\sigma) \not \equiv \chi_{0}^{*}$, we cannot guarantee the continuous dependence of solutions to $(3.20),(3.21)$ on the parameter $\sigma$. But, if the initial data does not depend on $\sigma$, i.e., $\chi_{0}(\sigma) \equiv \chi_{0}^{*}$, we get the following statement about continuous dependence of solutions to the Cauchy problem on the right-hand side of the inclusion. The proof is similar to that of Theorem 3.4.
Corollary 3.6. Suppose the assumptions of Theorem 3.4 are fulfilled, where the map $g:\left[t_{0}, T\right] \times \mathbb{R}^{n} \times \Sigma \multimap \mathbb{R}^{n}$ is defined by the equality $g(t, p, \sigma) \doteq f\left(t, x_{0}^{*}(t)+p \gamma(t), \sigma\right)$ and the ball $B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta\right)$ is replaced by the ball $B_{\mathbb{R}^{n}}\left(x_{0}^{*}(t), \delta \gamma(t)\right)$. Then there exists a neighborhood of $\sigma_{0}$ such that for every $\sigma \neq \sigma_{0}$ from this neighborhood, the Cauchy problem for inclusion (3.20) with the initial condition

$$
x\left(t_{0}\right)=\chi_{0}^{*}
$$

has a solution $\bar{x}(\sigma)$ defined on $\left[t_{0}, T\right]$, moreover, the convergence $\bar{x}(\sigma) \rightarrow x_{0}^{*}$ in $A C\left([0, T], \mathbb{R}^{n}\right)$ and convergence (3.24) take place as $\sigma \rightarrow \sigma_{0}$.
Example 3.7. Let there be given a topological space $\Sigma, \sigma_{0} \in \Sigma$, and a map $\psi$ : $[0, \infty) \times \mathbb{R} \times \Sigma \rightarrow \mathbb{R}$.

Consider the Cauchy problem

$$
\begin{gather*}
\dot{x} \in\{\operatorname{sign} x+\psi(t, x, \sigma)\}, t \geqslant 0,  \tag{3.34}\\
x(0)=0 \tag{3.35}
\end{gather*}
$$

We assume that for some $\delta \in(0,1)$ and $T>0$, the map $[0, T] \ni t \mapsto \psi(t, t+p t, \sigma) \in \mathbb{R}$ is measurable for all $p \in B_{\mathbb{R}}(0, \delta), \sigma \in \Sigma^{*}$.

Put $x_{0}^{*}(t)=t, t \in[0, T]$, and show that, if

$$
\begin{equation*}
\underset{t \in[0, T]}{\operatorname{ess} \sup }|\psi(t, t, \sigma)| \rightarrow 0 \tag{3.36}
\end{equation*}
$$

as $\sigma \rightarrow \sigma_{0}$, then Corollary 3.6 is applicable to problem (3.34), (3.35).
Let $R_{0}(t)=1, t \in[0, T]$. Then we have:

$$
\theta(t)=1, \gamma(t)=t, t \in[0, T]
$$

For $t \in[0, T], x \in B_{\mathbb{R}}\left(x_{0}^{*}(t), \delta \gamma(t)\right)=[t-\delta t, t+\delta t]$, and $\sigma \in \Sigma^{*}$ define

$$
\alpha(t, x, \sigma)=\mathbb{R}, \beta(t, x, \sigma)=\varnothing
$$

For every $t \in(0, T]$, the inequality $t-t \delta>0$ takes place, therefore, for all $x \in$ $B_{\mathbb{R}}\left(x_{0}^{*}(t), \delta \gamma(t)\right)$, we get $\operatorname{sign} x=1$ and

$$
f(t, x, \sigma)=\{1+\psi(t, x, \sigma)\}, t \in(0, T], \sigma \in \Sigma^{*}
$$

It is obvious that the map $g(\cdot, p, \sigma):(0, T] \rightarrow \mathbb{R}$ defined by the equality $g(t, p, \sigma)=$ $f(t, t+p t, \sigma)=\{1+\psi(t, t+p t, \sigma)\}$, is measurable for any $p \in B_{\mathbb{R}}(0, \delta), \sigma \in \Sigma^{*}$. Next, according to (3.36), we have that

$$
\operatorname{ess~sup}_{t \in\left[t_{0}, T\right]} \frac{\varrho_{\mathbb{R}}\left(\theta(t), f\left(t, x_{0}^{*}(t)\right), \sigma\right)}{R_{0}(t)}=\underset{t \in(0, T]}{\operatorname{ess} \sup } \varrho_{\mathbb{R}}(1,\{1+\psi(t, t, \sigma)\}) \rightarrow 0 \text { as } \sigma \rightarrow \sigma_{0}
$$

In addition, for any $t \in(0, T], x_{1}, x_{2} \in B_{\mathbb{R}}\left(x_{0}^{*}(t), \delta \gamma(t)\right)$, and $\sigma \in \Sigma^{*}$, the equality

$$
\operatorname{dist}_{\mathbb{R}}\left(f\left(t, x_{1}, \sigma\right), f\left(t, x_{2}, \sigma\right)\right)=0
$$

holds true.
So, all the conditions of Corollary 3.6 are complied. This means that for every $\sigma$ from some neighborhood of the point $\sigma_{0}$, problem (3.34), (3.35) has a solutions $\bar{x}(\sigma)$ which is defined on the interval $[0, T]$ and satisfies the relations ess sup $|\dot{\bar{x}}(t, \sigma)-1| \rightarrow 0$

$$
t \in[0, T]
$$

and $\bar{x}(\sigma) \rightarrow x_{0}^{*}$ in $A C([0, T], \mathbb{R})$ as $\sigma \rightarrow \sigma_{0}$.
At the same time, it is easy to check that, if initial condition (3.35) will depend on $\sigma$, then the continuous dependence of solutions on the parameter will fail. Indeed, even for the case of $\psi \equiv 0$, if $\chi_{0}(\sigma) \rightarrow 0-0$ as $\sigma \rightarrow \sigma_{0}$, then the corresponding solution $\bar{x}(t, \sigma)=-t+\chi_{0}(\sigma)$, being unique, does not converge to the function $x_{0}^{*}(t)=t$. Theorem 3.4 cannot be used in this situation since the map $f(t, \cdot, \sigma)$ is not even continuous on the ball $B_{\mathbb{R}}\left(x_{0}^{*}(t), \delta\right)$, and condition 5$)$ of the theorem does not hold (see Example 3.3).
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