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#### Abstract

We are considering the Cauchy problem for a semilinear fractional differential inclusion in a Banach space. By using the fixed point theory for condensing multivalued maps, we prove the local and global theorems of the existence of mild solutions to this problem. We verify the compactness of the solutions set and its continuous dependence on parameters and initial data. We demonstrate also the application of the averaging principle to the investigation of the continuous dependence of the solutions set on a parameter in the case when the right-hand side of the inclusion is rapidly oscillating. Key Words and Phrases: Fractional differential inclusion, semilinear differential inclusion, Cauchy problem, continuous dependence of solutions, averaging principle, fixed point, multivalued map, condensing map, measure of noncompactness.
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## 1. Introduction

Theory of differential equations of a fractional order arises from ideas of Leibnitz and Euler but only recently the interest to this subject essentially strengthened due to interesting applications in applied mathematics, physics, enginery, biology, economics and other branches of natural sciences (see, e.g., monographs [1], [3], [6], [7], [10], [13], [15], [16], [17] and references therein and papers [11], [12], [14], [18] and many others).

In the present paper we are considering the Cauchy problem for a semilinear fractional differential inclusion in a Banach space $E$ of the following form:

$$
\begin{gather*}
D^{q} x(t) \in A x(t)+F(t, x(t)), t \in[0, a],  \tag{1.1}\\
x(0)=x_{0}, \tag{1.2}
\end{gather*}
$$

where $D^{q}, 0<q<1$, is the Caputo fractional derivative, $F:[0, a] \times E \multimap E$ is a multivalued map with nonempty compact convex values, $A: D(A) \rightarrow E$ is a linear closed, not necessarily bounded operator in $E$, and $x_{0} \in E$.

By using the fixed point theory for condensing multivalued maps, we prove the local and global theorems of the existence of mild solutions to problem (1.1)-(1.2). We verify the compactness of the solutions set and its continuous dependence on parameters and initial data. In the last section we demonstrate the application of the averaging principle to the investigation of the continuous dependence of the solutions set on a parameter in the case when the right-hand side of the inclusion is rapidly oscillating.

## 2. Preliminaries

### 2.1. Fractional integral and derivative.

Definition 2.1. (See, e.g., [15], [16]). The fractional integral of order $\alpha \in(0,1)$ of a function $g \in L^{1}([0, T] ; E)$ is the function $I_{0}^{\alpha} g$ of the following form:

$$
I_{0}^{\alpha} g(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g(s) d s
$$

where $\Gamma$ is the Euler's gamma-function

$$
\Gamma(\alpha)=\int_{0}^{\infty} x^{\alpha-1} e^{-x} d x
$$

Definition 2.2. The Caputo fractional derivative of the order $\alpha \in(N-1, N]$ of $a$ function $g \in C^{N}([0, T] ; E)$ is the function $D_{0}^{\alpha} g$ of the following form:

$$
D_{0}^{\alpha} g(t)=\frac{1}{\Gamma(N-\alpha)} \int_{0}^{t}(t-s)^{N-\alpha-1} g^{(N)}(s) d s
$$

2.2. Multivalued maps. Let $\mathcal{E}$ be a Banach space. Introduce the following notation:

- $P(\mathcal{E})=\{A \subseteq \mathcal{E}: A \neq \varnothing\}$ denotes the collection of all non-empty subsets of $\mathcal{E} ;$
- $\operatorname{Pv}(\mathcal{E})=\{A \in P(\mathcal{E}): A$ is convex $\}$;
- $K(\mathcal{E})=\{A \in P(\mathcal{E}): A$ compact $\}$;
- $K v(\mathcal{E})=\{P v(\mathcal{E}) \cap K(\mathcal{E})\}$ denotes the collection of all non-empty compact and convex subsets of $\mathcal{E}$.

Definition 2.3. (See, e.g., [2], [8]). Let $(\mathcal{A}, \geq)$ be a partially ordered set. A function $\beta: \mathrm{P}(\mathcal{E}) \rightarrow \mathcal{A}$ is called the measure of noncompactness (MNC) in $\mathcal{E}$ if for each $\Omega \in \mathrm{P}(\mathcal{E})$ we have:

$$
\beta(\overline{\mathrm{co}} \Omega)=\beta(\Omega),
$$

where $\overline{c o} \Omega$ denotes the closure of the convex hull of $\Omega$.

A measure of noncompactness $\beta$ is called:

1) monotone if for each $\Omega_{0}, \Omega_{1} \in \mathrm{P}(\mathcal{E})$, from $\Omega_{0} \subseteq \Omega_{1}$ follows $\beta\left(\Omega_{0}\right) \leq \beta\left(\Omega_{1}\right)$.
2) nonsingular, if for each $a \in E$ and each $\Omega \in \mathrm{P}(\mathcal{E})$ we have $\beta(\{a\} \cup \Omega)=\beta(\Omega)$.

If $\mathcal{A}$ is a cone in a Banach space, the MNC $\beta$ is called:
3) regular, if $\beta(\Omega)=0$ is equivalent to the relative compactness of $\Omega \in \mathrm{P}(\mathcal{E})$;
4) real, if $\mathcal{A}$ is the set of all real numbers $\mathbb{R}$ with the natural ordering.

As the example of a real MNC obeying all above properties, we can consider the Hausdorff MNC $\chi(\Omega)$ :

$$
\chi(\Omega)=\inf \{\varepsilon>0, \text { for which } \Omega \text { has a finite } \varepsilon \text {-net in } \mathcal{E}\} .
$$

Notice that the Hausdorff MNC satisfies the semi-homogeneity condition, i.e.:

$$
\chi(\lambda \Omega)=|\lambda| \chi(\Omega),
$$

for each $\lambda \in \mathbb{R}$ and each $\Omega \in \mathrm{P}(\mathcal{E})$.
Recall that the norm of a set $M \subset \mathcal{E}$ is defined by the formula:

$$
\|M\|=\sup _{x \in M}\|x\|_{\mathcal{E}}
$$

Definition 2.4. (See, e.g., [4], [8]). Let $X$ be a metric space. A multivalued map (multimap) $\mathcal{F}: X \rightarrow P(\mathcal{E})$ is called:
(i) upper semicontinuous (u.s.c.) if $\mathcal{F}^{-1}(V)=\{x \in X: \mathcal{F}(x) \subset V\}$ is an open subset of $X$ for each open set $V \subset \mathcal{E}$;
(ii) closed if its graph $\Gamma_{\mathcal{F}}=\{(x, y): y \in \mathcal{F}(x)\}$ is a closed subset of $X \times \mathcal{E}$;
(iii) compact if $\mathcal{F}(X)=\cup_{x \in X} F(x)$ is a relatively compact subset of $\mathcal{E}$;
(iv) quasicompact if its restriction to each compact subset $A \subset X$ is compact.

Definition 2.5. (see [2], [8]). A multimap $\mathcal{F}: X \subseteq \mathcal{E} \rightarrow K(\mathcal{E})$ is called condensing with respect to a MNC $\beta$ (or $\beta$-condensing) if for each bounded set $\Omega \subseteq X$ which is not relatively compact, we have:

$$
\beta(F(\Omega)) \nsupseteq \beta(\Omega) .
$$

In the sequel we will need the following assertions (see [8]).
Lemma 2.6. Let $X$ and $Y$ be metric spaces and $\mathcal{F}: X \rightarrow K(Y)$ a closed quasicompact multimap. Then $\mathcal{F}$ is u.s.c.
Lemma 2.7. Let $X$ be a closed subset of a Banach space $\mathcal{E}$, $\beta$ a monotone MNC in $\mathcal{E}, \Lambda$ a metric space, and $G: \Lambda \times X \rightarrow K(\mathcal{E})$ a closed multimap which is $\beta$-condensing in the second argument and such that the fixed point set Fix $G(\lambda, \cdot):=\{x \in X: x \in$ $G(\lambda, x)\}$ is non-empty for each $\lambda \in \Lambda$. Then the multimap $\mathcal{F}: \Lambda \rightarrow P(\mathcal{E})$, where $\mathcal{F}(\lambda)=\operatorname{Fix} G(\lambda, \cdot)$ is u.s.c.

Lemma 2.8. Let $X$ be a closed subset of a Banach space $\mathcal{E}, \beta$ a monotone $M N C$ in $\mathcal{E}$ and $F: X \rightarrow K(\mathcal{E})$ a closed multimap which is $\beta$-condensing on each bounded set. If the fixed point set Fix $\mathcal{F}:=\{x: x \in \mathcal{F}(x)\}$ is bounded then it is compact.
Theorem 2.9. Let $\mathcal{M}$ be a convex closed bounded subset of $\mathcal{E}$ and $\mathcal{F}: \mathcal{M} \rightarrow K v(\mathcal{M})$ a $\beta$-condensing multimap, where $\beta$ is a monotone nonsingular $M N C$ in $\mathcal{E}$. Then the fixed point set $\operatorname{Fix} \mathcal{F}$ is a non-empty compact set.
2.3. Measurable multifunctions. Recall some notions (see, e.g., [4], [8]). Let $E$ be a Banach space.

Definition 2.10. For a given $p \geq 1$, a multifunction $G:[0, T] \rightarrow K(E)$ is called:

- $L^{p}$-integrable if it admits an $L^{p}$-Bochner integrable selection, i.e., there exists a function $g \in L^{p}([0, T] ; E)$ such that $g(t) \in G(t)$ for a.e. $t \in[0, T]$;
- $L^{p}$-integrably bounded if there exists a function $\xi \in L^{p}([0, T])$ such that

$$
\|G(t)\| \leq \xi(t)
$$

for a.e. $t \in[0, T]$.
The set of all $L^{p}$-integrable selections of a multifunction $G:[0, T] \rightarrow K(E)$ is denoted by $\mathcal{S}_{G}^{p}$.
Lemma 2.11. (See [8], Theorem 4.2.1). Let a sequence of functions $\left\{\xi_{n}\right\} \subset$ $L^{1}([0, a] ; E)$ be $L^{1}$-integrably bounded. Suppose that

$$
\chi\left(\left\{\xi_{n}\right\}(t)\right) \leq \alpha(t) \quad \text { a.e. } t \in[0, a]
$$

for all $n=1,2, \ldots$, where $\alpha \in L_{+}^{1}([0, a])$. Then for every $\delta>0$ there exist a compact set $K_{\delta} \subset E$, a set $m_{\delta} \subset[0, a]$ of a Lebesgue measure $m_{\delta}<\delta$, and set of functions $G_{\delta} \subset L^{1}([0, a] ; E)$ with values in $K_{\delta}$, such that for every $n \geq 1$ there exists a function $b_{n} \in G_{\delta}$ for which

$$
\left\|\xi_{n}(t)-b_{n}(t)\right\|_{E} \leq 2 \alpha(t)+\delta, \quad t \in[0, a] \backslash m_{\delta}
$$

Moreover, the sequence $\left\{b_{n}\right\}$ may be chosen so that $b_{n} \equiv 0$ on $m_{\delta}$ and this sequence is weakly compact.

In the sequel we will need the following notion.
Definition 2.12. A sequence of functions $\left\{\xi_{n}\right\} \subset L^{p}([0, a] ; E)$ is called $L^{p}$ semicompact if it is $L^{p}$-integrably bounded, i.e.,

$$
\left\|\xi_{n}(t)\right\|_{E} \leq v(t) \text { for a.e. } t \in[0, a] \text { and for all } n=1,2, \ldots
$$

where $v \in L^{p}([0, a])$, and the set $\left\{\xi_{n}(t)\right\}$ is relatively compact in $E$ for a.e. $t \in[0, a]$.

## 3. The local and global existence of solutions

 to the Cauchy problemLet a multimap

$$
F:[0, a] \times E \rightarrow K v(E)
$$

be such that:
$(F 1)$ for each $x \in E$ the multifunction $F(\cdot, x):[0, a] \rightarrow K v(E)$ admits a strongly continuous selection;
(F2) for a.e. $t \in[0, a]$ the multimap $F(t, \cdot): E \rightarrow K v(E)$ is u.s.c.;
(F3) for each $r>0$ there exists a function $\omega_{r} \in L^{\infty}([0, a])$ such that for each $x \in E$ with $\|x\| \leq r$ we have:

$$
\|F(t, x)\| \leq \omega_{r}(t)
$$

for a.e. $t \in[0, a]$;
(F4) there exists a function $\mu \in L^{\infty}([0, a])$ such that for each bounded set $Q \subset E$ we have:

$$
\chi(F(t, Q)) \leq \mu(t) \chi(Q)
$$

for a.e. $t \in[0, a]$, where $\chi$ is the Hausdorff MNC in $E$.
On a linear operator $A$ we pose the following condition:
$(A) A: D(A) \rightarrow E$ is a linear closed operator in $E$ generating a $C_{0}{ }^{-}$ semigroup $\{T(t)\}_{t \geq 0}$.
Denote $M=\sup \{\|T(t)\| ; t \in[0 ; a]\}$.
For $x \in C([0, a] ; E)$ consider the multifunction:

$$
\Phi_{F}:[0, a] \rightarrow K v(E), \quad \Phi_{F}(t)=F(t, x(t)) .
$$

From above conditions $(F 1)-(F 3)$ it follows (see, e.g., [8], Theorem 1.3.5) that the multifunction $\Phi_{F}$ is $L^{p}$-integrable for each $p \geq 1$.

To solve our problem, we will use the superposition multioperator $\mathcal{P}_{F}^{\infty}$ : $C([0, a] ; E) \multimap L^{\infty}([0, a] ; E)$ defined in the following way:

$$
\mathcal{P}_{F}^{\infty}(x)=\mathcal{S}_{\Phi_{F}}^{\infty} .
$$

Definition 3.1. A mild solution of the Cauchy problem (1.1)-(1.2) on an interval $[0, \tau], \tau \in(0, a]$ is called a function $x \in C([0, \tau] ; E)$ which can be represented as:

$$
x(t)=\mathcal{G}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \phi(s) d s, \quad t \in[0, \tau]
$$

where $\phi \in \mathcal{P}_{F}^{\infty}(x)$ and

$$
\begin{gathered}
\mathcal{G}(t)=\int_{0}^{\infty} \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta, \quad \mathcal{T}(t)=q \int_{0}^{\infty} \theta \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta, \\
\xi_{q}(\theta)=\frac{1}{q} \theta^{-1-\frac{1}{q}} \Psi_{q}\left(\theta^{-1 / q}\right), \\
\Psi_{q}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty}(-1)^{n-1} \theta^{-q n-1} \frac{\Gamma(n q+1)}{n!} \sin (n \pi q), \theta \in \mathbb{R}^{+} .
\end{gathered}
$$

Remark 3.2. (See, e.g. [18]) $\int_{0}^{\infty} \theta \xi_{q}(\theta) d \theta=\frac{1}{\Gamma(q+1)}, \xi_{q}(\theta) \geq 0$.
Lemma 3.3. (See [18], Lemma 3.4.) The operators $\mathcal{G}$ and $\mathcal{T}$ possess the following properties:

1) For each $t \in[0, a], \mathcal{G}(t)$ and $\mathcal{T}(t)$ are linear bounded operators, more precisely, for each $x \in E$ we have

$$
\begin{gather*}
\|\mathcal{G}(t) x\|_{E} \leq M\|x\|_{E}  \tag{3.1}\\
\|\mathcal{T}(t) x\|_{E} \leq \frac{q M}{\Gamma(1+q)}\|x\|_{E} \tag{3.2}
\end{gather*}
$$

2) the operator functions $\mathcal{G}(\cdot)$ and $\mathcal{T}(\cdot)$ are strongly continuous, i.e. functions $t \in[0, a] \rightarrow \mathcal{G}(t) x$ and $t \in[0, a] \rightarrow \mathcal{T}(t) x$ are continuous for each $x \in E$.

To search for mild solutions of problem (1.1)-(1.2) consider the map

$$
\begin{gathered}
S: L^{\infty}([0, a] ; E) \rightarrow C([0, a] ; E), \\
S(\phi)(t)=\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \phi(s) d s
\end{gathered}
$$

and the function $g_{0} \in C([0, a] ; E)$ defined as $g_{0}(t)=\mathcal{G}(t) x_{0}$.
Consider the multioperator $G: C([0, a] ; E) \multimap C([0, a] ; E)$, given in the following way:

$$
G(x)=g_{0}+S \circ \mathcal{P}_{F}^{\infty}(x), \quad t \in[0, a],
$$

It is clear that a function $x \in C([0, a] ; E)$ is a mild solution of problem (1.1)-(1.2) on the interval $[0, a]$ if and only if it is a fixed point $x \in G(x)$ of the multioperator $G$.

Lemma 3.4. Let a sequence $\left\{\eta_{n}\right\} \subset L^{p}([0, a] ; E)$, where $\frac{1}{q}<p \leq \infty$, be bounded and $\eta_{n} \rightharpoonup \eta_{0}$ in $L^{1}([0, a] ; E)$. Then $S\left(\eta_{n}\right) \rightharpoonup S\left(\eta_{0}\right)$ in $C([0, a] ; E)$.

Proof. For $d>0$ consider the operator $S_{d}: L^{1}([0, a] ; E) \rightarrow C([0, a] ; E)$ :

$$
S_{d}\left(\eta_{n}\right)=\left\{\begin{array}{l}
0, t \leq d  \tag{3.3}\\
\int_{0}^{t-d}(t-s)^{q-1} \mathcal{T}(t-s) \eta_{n}(s) d s, t>d
\end{array}\right.
$$

Since the integrand in the last expression is the function continuous on $[0, t-d]$, we have

$$
\begin{equation*}
S_{d}\left(\eta_{n}\right) \rightharpoonup S_{d}\left(\eta_{0}\right) . \tag{3.4}
\end{equation*}
$$

in the space $C([0, a] ; E)$. Let $\psi$ be a continuous linear functional on $C([0, a] ; E)$, i.e., $\psi \in C^{*}([0, a] ; E)$. Then we have

$$
\begin{equation*}
\left(\psi, S\left(\eta_{n}\right)\right)=\left(\psi, S_{d}\left(\eta_{n}\right)\right)+\left(\psi, S\left(\eta_{n}\right)-S_{d}\left(\eta_{n}\right)\right), n=0,1,2, \ldots \tag{3.5}
\end{equation*}
$$

From the definition of the operator $S_{d}$, we conclude:

$$
\left(S\left(\eta_{n}\right)-S_{d}\left(\eta_{n}\right)\right)(t)=\left\{\begin{array}{l}
\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \eta_{n}(s) d s, t \leq d \\
\int_{t-d}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \eta_{n}(s) d s, t>d
\end{array}\right.
$$

Then, by using Lemma 3.3, we obtain the following estimates:

$$
\begin{gathered}
\left\|S\left(\eta_{n}\right)-S_{d}\left(\eta_{n}\right)\right\|_{C([0, a] ; E)} \leq \\
\left\{\begin{array}{l}
\int_{0}^{t}(t-s)^{q-1}\|\mathcal{T}(t-s)\| \cdot\left\|\eta_{n}(s)\right\| d s, t \leq d \\
\int_{t-d}^{t}(t-s)^{q-1}\|\mathcal{T}(t-s)\| \cdot\left\|\eta_{n}(s)\right\| d s, t>d
\end{array}\right.
\end{gathered}
$$

Then, for $p \in\left(\frac{1}{q}, \infty\right)$ the above inequalities may be continued in the following way:

$$
\leq\left\{\begin{array}{c}
\left(\int_{0}^{t}(t-s)^{\frac{(q-1) p}{p-1}} d s\right)^{\frac{p-1}{p}}\left(\int_{0}^{t}\|\mathcal{T}(t-s)\|^{p} \cdot\left\|\eta_{n}(s)\right\|^{p} d s\right)^{\frac{1}{p}}, t \leq d \\
\left(\int_{t-d}^{t}(t-s)^{\frac{(q-1) p}{p-1}} d s\right)^{\frac{p-1}{p}}\left(\int_{t-d}^{t}\|\mathcal{T}(t-s)\|^{p} \cdot\left\|\eta_{n}(s)\right\|^{p} d s\right)^{\frac{1}{p}} t>d \\
\leq \frac{q M d^{\left(q-\frac{1}{p}\right)}}{\Gamma(1+q)}\left[\frac{p-1}{q p-1}\right]^{\frac{p-1}{p}}\left\|\eta_{n}\right\|_{L^{p}}
\end{array}\right.
$$

For $p=\infty$ the corresponding continuation yields

$$
\leq \frac{q M d^{q}}{\Gamma(1+q)}\left\|\eta_{n}\right\|_{L^{\infty}}
$$

(The constant $M$ here is taken from (3.1)).
Therefore, for an arbitrary $\epsilon>0$, we may choose such $d>0$ that the following estimate holds true:

$$
\begin{equation*}
\left\|S\left(\eta_{n}\right)-S_{d}\left(\eta_{n}\right)\right\|_{C([0, a] ; E)} \leq \frac{\epsilon}{4\|\psi\|_{C^{*}([0, a] ; E)}} \tag{3.6}
\end{equation*}
$$

By virtue of $(3.4),\left(\psi, S_{d}\left(\eta_{n}\right)\right) \rightarrow\left(\psi, S_{d}\left(\eta_{0}\right)\right)$, but then for a given $\epsilon$, we may choose number $n_{0}$ such that

$$
\begin{equation*}
\left(\psi, S_{d}\left(\eta_{n_{0}}\right)-S_{d}\left(\eta_{0}\right)\right)<\epsilon / 2 \tag{3.7}
\end{equation*}
$$

Now, by using (3.5), (3.6), (3.7), we obtain:

$$
\begin{gathered}
\left(\psi, S\left(\eta_{n}\right)-S\left(\eta_{0}\right)\right)=\left(\psi, S_{d}\left(\eta_{n}\right)-S_{d}\left(\eta_{0}\right)\right) \\
+\left(\psi, S\left(\eta_{n}\right)-S_{d}\left(\eta_{n}\right)\right)+\left(\psi, S_{d}\left(\eta_{0}\right)-S\left(\eta_{0}\right)\right) \\
\quad<\frac{\epsilon}{2}+2\|\psi\|_{C^{*}([0, a] ; E)} \frac{\epsilon}{4\|\psi\|_{C^{*}([0, a] ; E)}}=\epsilon,
\end{gathered}
$$

concluding the proof.
Lemma 3.5. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a bounded sequence in $L^{\infty}([0, a] ; E)$ such that

$$
\chi\left(\left\{f_{n}(t)\right\}\right) \leq \kappa(t) \text { a.e. } t \in[0, a],
$$

where $\kappa \in L_{+}^{\infty}(0, a)$. Then

$$
\chi\left(\left\{S f_{n}(t)\right\}\right) \leq 2 \frac{q M}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} \kappa(s) d s
$$

Proof. Let $\left\|f_{n}\right\|_{\infty} \leq K$ for all $n=1,2, \ldots$ Then the sequence $\left\{S_{d} f_{n}\right\}$, by virtue of estimate (3.2), is an $\frac{q M d^{q} K}{\Gamma(1+q)}$-net in the space $C([0, a] ; E)$ of the sequence $\left\{S f_{n}\right\}$. By Theorem 4.2.2 of [8] and (3.2) we have

$$
\begin{equation*}
\chi\left(\left\{S_{d} f_{n}(t)\right\}_{n=1}^{\infty}\right) \leq 2 \frac{q M}{\Gamma(1+q)} \int_{0}^{t-d}(t-s)^{q-1} k(s) d s \tag{3.8}
\end{equation*}
$$

The result now follows from the arbitrariness of $d$.
Lemma 3.6. The operator $S$ obeys the following properties:
$\left(S_{1}\right)$ if $\frac{1}{q}<p<\infty$, then there exists a constant $C>0$ such that

$$
\|S(\xi)(t)-S(\eta)(t)\|_{E}^{p} \leq C^{p} \int_{0}^{t}\|\xi(s)-\eta(s)\|_{E}^{p} d s, \quad \xi, \eta \in L^{p}([0, a])
$$

$\left(S_{2}\right)$ for each compact set $K \subset E$ and bounded sequence $\left\{\eta_{n}\right\} \subset L^{\infty}([0, a] ; E)$ such that $\left\{\eta_{n}(t)\right\} \subset K$ for a.e. $t \in[0, a]$, the weak convergence $\eta_{n} \rightharpoonup \eta_{0}$ in $L^{1}([0, a] ; E)$ implies the convergence $S\left(\eta_{n}\right) \rightarrow S\left(\eta_{0}\right)$ in $C([0, a] ; E)$.

Proof. ( $S_{1}$ ) By using the Hölder inequality, we get:

$$
\begin{aligned}
& \|S(\xi)(t)-S(\eta)(t)\|_{E} \leq \int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s)\|\xi(s)-\eta(s)\|_{E} d s \\
& \leq \frac{q M}{\Gamma(1+q)}\left[\int_{0}^{t}(t-s)^{\frac{(q-1) p}{p-1}} d s\right]^{\frac{p-1}{p}}\left[\int_{0}^{t}\|\xi(s)-\eta(s)\|_{E}^{p} d s\right]^{\frac{1}{p}}
\end{aligned}
$$

Then

$$
\|S(\xi)(t)-S(\eta)(t)\|_{E}^{p} \leq C^{p} \int_{0}^{t}\|\xi(s)-\eta(s)\|_{E}^{p} d s
$$

where

$$
C=\left[\frac{p-1}{q p-1}\right]^{\frac{p-1}{p}} \frac{q M a^{q-\frac{1}{p}}}{\Gamma(1+q)}
$$

$\left(S_{2}\right)$ Applying Lemma 3.3, we obtain:

$$
\chi\left(\left\{S\left(\eta_{n}\right)(t)\right\}\right) \leq \int_{0}^{t}(t-s)^{q-1} \chi\left(\left\{\mathcal{T}(t-s) \eta_{n}\right\}\right) d s=0
$$

This means that the sequence $\left\{S\left(\eta_{n}\right)(t)\right\}_{n=1}^{\infty} \subset E$ is relatively compact for each $t \in[0, a]$.

From the other side, if we take $t_{1}, t_{2} \in[0, a]$ such that $0<t_{1}<t_{2} \leq a$, then we have:

$$
\begin{gathered}
\left\|S\left(\eta_{n}\left(t_{2}\right)\right)-S\left(\eta_{n}\left(t_{1}\right)\right)\right\|_{E} \\
=\left\|\int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) \eta_{n}(s) d s-\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E} \\
=\left\|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) \eta_{n}(s) d s\right\|_{E} \\
+\left\|\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) \eta_{n}(s) d s\right\|_{E} \\
\leq\left\|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) \eta_{n}(s) d s\right\|_{E} \\
+\left\|\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E} \\
+\left\|\int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1}\left(\mathcal{T}\left(t_{2}-s\right)-\mathcal{T}\left(t_{1}-s\right)\right) \eta_{n}(s) d s\right\|_{E}=Z_{1}+Z_{2}+Z_{3}
\end{gathered}
$$

where

$$
Z_{1}=\left\|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) \eta_{n}(s) d s\right\|_{E},
$$

$$
\begin{gathered}
Z_{2}=\left\|\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E}, \\
Z_{3}=\left\|\int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1}\left(\mathcal{T}\left(t_{2}-s\right)-\mathcal{T}\left(t_{1}-s\right)\right) \eta_{n}(s) d s\right\|_{E}
\end{gathered}
$$

By using Lemma 3.3 and condition $(F 3)$, we can for each $\epsilon_{1}>0$ choose $\delta_{1}>0$ such that $\left|t_{2}-t_{1}\right|<\delta_{1}$ implies the following estimate:

$$
Z_{1} \leq \frac{q M\left\|\omega_{K}\right\|_{\infty}}{\Gamma(1+q)} \frac{\left(t_{2}-t_{1}\right)^{q}}{q}<\epsilon_{1}
$$

To estimate $Z_{2}$, take constant $d>0$, for which we have:

$$
\begin{gathered}
Z_{2} \leq\left\|\int_{0}^{t_{1}-d}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E} \\
+\left\|\int_{t_{1}-d}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E}=I_{1}+I_{2}
\end{gathered}
$$

where

$$
\begin{aligned}
I_{1} & =\left\|\int_{0}^{t_{1}-d}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E} \\
I_{2} & =\left\|\int_{t_{1}-d}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right) \mathcal{T}\left(t_{1}-s\right) \eta_{n}(s) d s\right\|_{E}
\end{aligned}
$$

Consider the function $v:[d, a] \rightarrow \mathbb{R}, v(\tau)=\tau^{q-1}$. The given function is continuous on the interval $[d, a]$, hence, by the Cantor theorem, it is uniformly continuous on this interval, i.e., for each $\gamma>0$ there exists $\delta_{2}>0$, such that $\left|\tau_{2}-\tau_{1}\right|<\delta_{2}<d, \tau_{1}, \tau_{2} \in$ $[d, a]$ implies

$$
\left|\tau_{2}^{q-1}-\tau_{1}^{q-1}\right|<\gamma
$$

Now, taking $\tau=t-s$, we get:

$$
I_{1} \leq \frac{q M\left\|\omega_{K}\right\|_{\infty} \gamma\left(t_{1}-d\right)}{\Gamma(1+q)}<\epsilon_{2}
$$

By direct integration, for $I_{2}$ we obtain:

$$
I_{2} \leq \frac{M\left\|\omega_{K}\right\|_{\infty} d^{q}\left(2+2^{q}\right)}{\Gamma(1+q)}<\epsilon_{3}
$$

Taking into account that the family of operators $\mathcal{T}(t)$ is strongly continuous for $x \in K$, i.e., for each $\gamma_{1}>0$ there exists $\delta_{3}>0$ such that $\left|t_{2}-t_{1}\right|<\delta_{3}$ implies

$$
\left\|\mathcal{T}\left(t_{2}-s\right) x-\mathcal{T}\left(t_{1}-s\right) x\right\|<\gamma_{1}, x \in K
$$

we get the following estimate:

$$
Z_{3} \leq \gamma_{1} a^{q}<\epsilon_{4}
$$

Therefore, for each $\epsilon>0$ we may choose $\delta=\min \left\{\delta_{1}, \delta_{2}, \delta_{3}\right\}$ such that

$$
\left\|S\left(\eta_{n}\left(t_{2}\right)\right)-S\left(\eta_{n}\left(t_{1}\right)\right)\right\|_{E} \leq Z_{1}+Z_{2}+Z_{3}<\epsilon_{1}+\epsilon_{2}+\epsilon_{3}+\epsilon_{4}<\epsilon
$$

So, the sequence $\left\{S\left(\eta_{n}\right)\right\}$ is equicontinuous. From the Arzela-Ascoli theorem we conclude that the sequence $\left\{S\left(\eta_{n}\right)\right\} \subset C([0, a] ; E)$ is relatively compact. From Lemma 3.4 we know that the weak convergence $\eta_{n} \rightharpoonup \eta_{0}$ implies $S\left(\eta_{n}\right) \rightharpoonup S\left(\eta_{0}\right)$. Since the sequence $\left\{S\left(\eta_{n}\right)\right\}$ is relatively compact, we conclude that $S\left(\eta_{n}\right) \rightarrow S\left(\eta_{0}\right)$ in $C([0, a] ; E)$.

To prove that the multioperator $G$ is condensing, define the vector measure of noncompactness in the space $C([0, a] ; E)$

$$
\nu: P(C([0, a] ; E)) \rightarrow \mathbb{R}_{+}^{2}
$$

with the values in the cone $\mathbb{R}_{+}^{2}$ defined as

$$
\nu(\Omega)=\max _{\mathcal{D} \in \Delta(\Omega)}\left(\varphi(\mathcal{D}), \bmod _{C}(\mathcal{D})\right)
$$

where $\Delta(\Omega)$ denotes the collection of all countable subsets of $\Omega$,

$$
\begin{gathered}
\bmod _{C}(\mathcal{D})=\lim _{\delta \rightarrow 0} \sup _{x \in \mathcal{D}\left|t_{1}-t_{2}\right| \leq \delta} \max \left\|x\left(t_{1}\right)-x\left(t_{2}\right)\right\|, \\
\varphi(\mathcal{D})=\sup _{t \in[0, a]} e^{-p t} \chi(\mathcal{D}(t))
\end{gathered}
$$

and the constant $p>0$ is chosen so that

$$
\varrho:=2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s<1
$$

Such a choice can be justified in the following way. Take $d>0$ such that

$$
2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)} \frac{d^{q}}{q}<\frac{1}{2}
$$

and then, choose $p>0$ such that

$$
2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)} \frac{1}{p d^{1-q}}<\frac{1}{2}
$$

Now we have

$$
\begin{gathered}
2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s \\
2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)}\left(\int_{0}^{t-d}(t-s)^{q-1} e^{-p(t-s)} d s+\int_{t-d}^{t}(t-s)^{q-1} e^{-p(t-s)} d s\right) \\
\leq 2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)}\left(\frac{1}{d^{1-q}} \frac{e^{-p d}}{p}+\frac{d^{q}}{q}\right) \\
\leq 2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)}\left(\frac{1}{p d^{1-q}}+\frac{d^{q}}{q}\right)<1
\end{gathered}
$$

Lemma 3.7. The operator $G$ is condensing w.r.t. the measure of noncompactness $\nu$.

Proof. Let $\Omega \subset C([0, a] ; E)$ be a nonempty bounded set and

$$
\begin{equation*}
\nu(G(\Omega)) \geq \nu(\Omega) \tag{3.9}
\end{equation*}
$$

where the inequality is taken in the sense of the order in $\mathbb{R}^{2}$ induced by the cone $\mathbb{R}_{+}^{2}$. Let us show that $\Omega$ is the relatively compact set.

Since the measure of noncompactness $\nu$ is nonsingular (see [8]), it is sufficient to prove the assertion for the multioperator $S \circ \mathcal{P}_{F}^{\infty}$.

Let the maximum of the left-hand side of the inequality be achieved on the countable set $\mathcal{D}^{\prime}=\left\{g_{n}\right\}_{n=1}^{\infty}$. Then

$$
g_{n}(t)=S f_{n}(t), \quad f_{n} \in \mathcal{P}_{F}^{\infty}\left(x_{n}\right), n \geq 1,
$$

where $\left\{x_{n}\right\}_{n=1}^{\infty} \subset \Omega$.
By virtue of (3.9) we have:

$$
\begin{equation*}
\varphi\left(\left\{g_{n}\right\}_{n=1}^{\infty}\right) \geq \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) . \tag{3.10}
\end{equation*}
$$

Now, we can give a upper estimate for $\varphi\left(\left\{g_{n}\right\}_{n=1}^{\infty}\right)$.
The $\chi$-regularity property ( $F 4$ ) implies

$$
\begin{gathered}
\chi\left(\left\{f_{n}(s)\right\}_{n=1}^{\infty}\right) \leq \mu(s) \cdot \chi\left(\left\{x_{n}(s)\right\}_{n=1}^{\infty}\right) \\
=e^{p s} \mu(s) e^{-p s} \cdot \chi\left(\left\{x_{n}(s)\right\}_{n=1}^{\infty}\right) \\
\leq e^{p s} \mu(s) \cdot \sup _{\xi \in[0, a]} e^{-p \xi} \chi\left(\left\{x_{n}(\xi)\right\}_{n=1}^{\infty}\right)=e^{p s} \mu(s) \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) .
\end{gathered}
$$

Applying Lemma 3.5 and estimate (3.2), we obtain

$$
\begin{equation*}
\chi\left(\left\{S f_{n}(t)\right\}_{n=1}^{\infty}\right) \leq 2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)}\left(\int_{0}^{t}(t-s)^{q-1} e^{p s} d s\right) \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) . \tag{3.11}
\end{equation*}
$$

Now, from estimates (3.10), (3.11) it follows that

$$
\begin{gathered}
\varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \leq 2 \frac{q M\|\mu\|_{\infty}}{\Gamma(1+q)} \sup _{t \in[0, a]}\left(\int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s\right) \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \\
\leq \varrho \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right),
\end{gathered}
$$

implying

$$
\varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)=0
$$

and therefore

$$
\chi\left(\left\{x_{n}(t)\right\}_{n=1}^{\infty}\right)=0
$$

for all $t \in[0, a]$.
Now, from inequality (3.9) we have

$$
\begin{equation*}
\bmod _{C}\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \leq \bmod _{C}\left(\left\{S f_{n}\right\}_{n=1}^{\infty}\right) . \tag{3.12}
\end{equation*}
$$

Now prove that

$$
\bmod _{C}\left(\left\{S f_{n}\right\}_{n=1}^{\infty}\right)=0 .
$$

To do it, let us show that the set

$$
\left\{\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) f_{n}(s) d s: f_{n}(s) \in \mathcal{P}_{F}^{\infty}\left(x_{n}\right)\right\}
$$

is equicontinuous. If we take $t_{1}, t_{2} \in[0, a]$ such that $0<t_{1}<t_{2} \leq a$, then for arbitrary $f_{n}$ we will have

$$
\begin{gathered}
\left\|S\left(f_{n}\left(t_{2}\right)\right)-S\left(f_{n}\left(t_{1}\right)\right)\right\|_{E} \\
=\left\|\int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) f_{n}(s) d s-\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right) f_{n}(s) d s\right\|_{E} \\
=\left\|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) f_{n}(s) d s\right\|_{E} \\
+\left\|\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E}=Z_{1}+Z_{2}
\end{gathered}
$$

where

$$
\begin{gathered}
Z_{1}=\left\|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right) f_{n}(s) d s\right\|_{E} \\
Z_{2}=\left\|\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E},
\end{gathered}
$$

By using Lemma 3.3 and condition (F3) we may find, for each $\epsilon_{1}>0$, such $\delta_{1}>0$, that for $\left|t_{2}-t_{1}\right|<\delta_{1}$, we will have the following estimate:

$$
Z_{1} \leq \frac{q M\left\|\omega_{K}\right\|_{\infty}}{\Gamma(1+q)} \frac{\left(t_{2}-t_{1}\right)^{q}}{q}<\epsilon_{1} .
$$

To estimate $Z_{2}$ take any $\epsilon_{2}>0$ and choose

$$
d<d_{1}=\left[\frac{\epsilon_{2} \Gamma(1+q)}{M\left\|\omega_{K}\right\|_{\infty}\left(2^{q}+1\right)}\right]^{\frac{1}{q}}
$$

Then, if $t_{1}<d$ and $t_{2}-t_{1}<d$, we have the following estimate

$$
\begin{gathered}
Z_{2} \leq \int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{2}-s\right)\right\| \cdot\left\|f_{n}(s)\right\| d s+\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{1}-s\right)\right\| \cdot\left\|f_{n}(s)\right\| d s \\
\leq \int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{2}-s\right)\right\| \cdot\left\|f_{n}(s)\right\| d s+\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{1}-s\right)\right\| \cdot\left\|f_{n}(s)\right\| d s \\
\leq \frac{M\left\|\omega_{K}\right\|_{\infty}}{\Gamma(1+q)}\left(2^{q}+1\right) d^{q}<\epsilon_{2}
\end{gathered}
$$

If $t_{1}>d$ we have

$$
\begin{gathered}
Z_{2} \leq\left\|\int_{0}^{t_{1}-d}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E} \\
+\left\|\int_{t_{1}-d}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E}=I_{1}+I_{2}
\end{gathered}
$$

where

$$
\begin{aligned}
I_{1} & =\left\|\int_{0}^{t_{1}-d}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E}, \\
I_{2} & =\left\|\int_{t_{1}-d}^{t_{1}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E}
\end{aligned}
$$

Choose $d<d_{1}$ so that

$$
I_{2} \leq \frac{M\left\|\omega_{K}\right\|_{\infty} d^{q}\left(2+2^{q}\right)}{\Gamma(1+q)}<\epsilon_{2}
$$

for a given $\epsilon_{2}>0$. Since $\chi\left(\left\{x_{n}(t)\right\}_{n=1}^{\infty}\right) \equiv 0$, then, by Lemma 2.11 for each $\delta>0$ there exist a compact set $K_{\delta} \subset E$, and a set $m_{\delta} \subseteq[0, a]$, of the Lebesgue measure $\operatorname{mes}\left(m_{\delta}\right)<\delta$ such that $\left\{x_{n}(t)\right\}_{n=1}^{\infty} \subset K_{\delta}$ for $t \in[0, a] \backslash m_{\delta}$, and so, for $I_{1}$, we have the estimate

$$
\begin{aligned}
I_{1} & \leq\left\|\int_{\left[0, t_{1}-d\right] \backslash m_{\delta}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E} \\
& +\left\|\int_{\left[0, t_{1}-d\right] \cap m_{\delta}}\left(\left(t_{2}-s\right)^{q-1} \mathcal{T}\left(t_{2}-s\right)-\left(t_{1}-s\right)^{q-1} \mathcal{T}\left(t_{1}-s\right)\right) f_{n}(s) d s\right\|_{E} .
\end{aligned}
$$

Take $\delta$ so small that $\operatorname{mes}\left(m_{\delta}\right)<2 \epsilon_{3} d^{1-q}$ for any given $\epsilon_{3}>0$. By using condition $\left(S_{2}\right)$ from Lemma 3.6 and, taking into account that $F(s, x(s)) \subset F\left([0, a] \times K_{\delta}\right)$ we claim that for each $\epsilon_{4}>0$, we can choose $\gamma>0$ such that $\left|t_{2}-t_{1}\right|<\gamma$ will imply that the first summand in the above estimate for $I_{1}$ will be less than $\epsilon_{4}$.

So, for each $\epsilon>0$ we may choose $\delta^{\prime}=\min \left\{\delta_{1}, \delta, \gamma\right\}$ such that

$$
\left\|S f_{n}\left(t_{2}\right)-S f_{n}\left(t_{1}\right)\right\|_{E} \leq Z_{1}+Z_{2}+Z_{3} \leq Z_{1}+I_{1}+I_{2}<\epsilon
$$

Since the set $\left\{S f_{n}\right\}_{n=1}^{\infty}$ is equicontinuous, we have $\bmod _{C}\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)=0$, hence $\nu(\Omega)=(0,0)$. So, we conclude that $\Omega$ is relatively compact set yielding that the multioperator $G$ is condensing w.r.t. the MNC $\nu$.

Lemma 3.8. The multioperator $G$ is u.s.c.
Proof. Since the family $\mathcal{G}(t)$ is strongly continuous, it is sufficient to prove the assertion for the multioperator $S \circ \mathcal{P}_{F}^{\infty}$.

Take a sequence $\left\{x_{n}\right\}_{n=1}^{\infty} \subset C([0, a] ; E)$ such that $x_{n} \rightarrow x$. Then for each sequence $f_{n} \in \mathcal{P}_{F}^{\infty}\left(x_{n}\right), n \geq 1$ for a.e. $t \in[0, a]$, according to condition (F4), the set $\left\{f_{n}(t)\right\}_{n=1}^{\infty}$, is relatively compact in $E$, hence the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is $L^{1}$ semicompact. By the Diestel criterion of weak relative compactness (see [5]), we can assume, w.l.o.g. that $f_{n} \xrightarrow{L^{1}} f^{0}$. It remains to use property $\left(S_{2}\right)$ from Lemma 3.6

Now we can prove the local existence theorem for Cauchy problem (1.1)-(1.2).

Theorem 3.9. Under conditions $(A),(F 1)-(F 4)$ there exists $\tau \in(0, a]$ such that the set of mild solutions of Cauchy problem (1.1)-(1.2) $\Sigma_{x_{0}}^{F}[0, \tau]$ on the interval $[0, \tau]$ is a nonempty subset of the space $C([0, \tau] ; E)$.

Proof. Take a number $r>0$. Since the family of operators $\mathcal{G}(t)$ is equicontinuous we may choose $0<\tau_{1}<a$ such that

$$
\begin{equation*}
\left\|(\mathcal{G}(t)-\mathcal{G}(0)) x_{0}\right\|_{E} \leq r / 2 \text { for all } t \in\left[0, \tau_{1}\right] \tag{3.13}
\end{equation*}
$$

Let $\bar{B}_{r}\left(\mathcal{G}(0) x_{0}\right) \subset E$ be a closed ball and $R=\left\|\mathcal{G}(0) x_{0}\right\|_{E}+r$, take $\tau_{2} \in(0, a]$ such that

$$
\begin{equation*}
\frac{M\left\|\omega_{R}\right\|_{\infty} \tau_{2}^{q}}{\Gamma(1+q)} \leq r / 2 \tag{3.14}
\end{equation*}
$$

where $M$ is the constant from condition $(A)$, and $\omega_{R}$ is the function from condition (F3).

From Lemmas 3.7 and 3.8 we know that the multioperator $G$ is u.s.c. and $\nu$ condensing. Take $\tau=\min \left(\tau_{1}, \tau_{2}\right)$. Consider the ball $\bar{B}_{r}\left(x^{0}\right) \subset C([0, \tau] ; E)$, where $x^{0}$ is the function identically equal to $\mathcal{G}(0) x_{0}$.

We will show that the multioperator $G$ transforms the ball $\bar{B}_{r}\left(x^{0}\right)$ into itself. In fact, if $x \in \bar{B}_{r}\left(x^{0}\right)$, then $\|x\|_{C([0, \tau] ; E)} \leq R$ for all $t \in[0, \tau]$ and from condition (F3) we have

$$
\|f(t)\|_{E} \leq \omega_{R}(t), \text { a.e. } t \in[0, \tau]
$$

for all $f \in \mathcal{P}_{F}^{\infty}(x)$.
Now, for $y \in G(x)$ we have

$$
y(t)=\mathcal{G}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) f(s) d s, \quad f \in \mathcal{P}_{F}^{\infty}(x)
$$

By using (3.13)-(3.14) and Lemma 3.3, we have the following estimate:

$$
\begin{aligned}
\left\|y(t)-x_{0}\right\|_{E} & \leq\left\|(\mathcal{G}(t)-\mathcal{G}(0)) x_{0}\right\|_{E}+\int_{0}^{t}(t-s)^{q-1}\|\mathcal{T}(t-s)\|_{L(E)}\|f(s)\|_{E} d s \\
& \leq\left\|(\mathcal{G}(t)-\mathcal{G}(0)) x_{0}\right\|_{E}+\frac{M\left\|\omega_{R}\right\|_{\infty} \tau^{q}}{\Gamma(1+q)} \leq r / 2+r / 2 \leq r
\end{aligned}
$$

from which it follows that $y \in \bar{B}_{r}\left(x^{0}\right)$. Now we can apply Theorem 2.9
Let us prove the global existence result.
Theorem 3.10. Under conditions $(A)$, (F1), (F2), (F4), and sub-linear growth condition
$\left(F^{\prime} 3\right)$ there exists a function $\alpha \in L_{+}^{\infty}([0, a])$ such that

$$
\|F(t, x)\|_{E} \leq \alpha(t)\left(1+\|x(t)\|_{E}\right) \text { for a.e. } t \in[0, a]
$$

the set of all mild solutions to Cauchy problem (1.1)-(1.2) $\Sigma_{x_{0}}^{F}[0, a]$ is a nonempty compact subset of the space $C([0, a] ; E)$.

Proof. Introduce the equivalent norm in the space $C([0, a] ; E)$ :

$$
\|x\|_{*}=\max _{t \in[0, a]} e^{-p t}\|x(t)\|_{E},
$$

where the constant $p>0$ is chosen so that for a certain $d>0$ the following inequality holds

$$
\frac{q M\|\alpha\|_{\infty}}{\Gamma(1+q)}\left(\frac{1}{p d^{1-q}}+\frac{d^{q}}{q}\right) \leq N<1
$$

In the space $C([0, a] ; E)$ with the norm $\|\cdot\|_{*}$, consider the ball

$$
\bar{B}_{r}(0)=\left\{x \in C([0, a] ; E) \mid\|x\|_{*} \leq r\right\},
$$

where $r>0$ is taken so that

$$
r \geq\left(M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}\right)(1-N)^{-1} .
$$

Notice that the last inequality implies the following:

$$
M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}+N r \leq r .
$$

Let us demonstrate now that that the multioperator $G$ transforms the ball $\bar{B}_{r}(0)$ into itself. In fact, if we will take $x \in \bar{B}_{r}(0)$ and $y \in G(x)$, by using Lemma 3.3, we have, for any $f \in \mathcal{P}_{F}^{\infty}(x)$

$$
\begin{gathered}
e^{-p t}\|y(t)\|_{E} \leq e^{-p t}\left\|\mathcal{G}(t) x_{0}\right\|_{E}+e^{-p t} \int_{0}^{t}(t-s)^{q-1}\|\mathcal{T}(t-s)\|_{L(E)}\|f(s)\|_{E} d s \\
\leq M\left\|x_{0}\right\|_{E}+e^{-p t} \frac{M q}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} \alpha(t)\left(1+\|x(s)\|_{E}\right) d s \\
\leq M\left\|x_{0}\right\|_{E}+e^{-p t} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)}\left(\int_{0}^{t}(t-s)^{q-1} d s+\int_{0}^{t}(t-s)^{q-1} e^{p s} e^{-p s}\|x(s)\|_{E} d s\right) \\
\leq M\left\|x_{0}\right\|_{E}+e^{-p t} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)} \frac{a^{q}}{q}+\|x\|_{*} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)} e^{-p t} \int_{0}^{t}(t-s)^{q-1} e^{p s} d s \\
\leq M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)} \\
+\|x\|_{*} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)} e^{-p t}\left(\int_{0}^{t-d}(t-s)^{q-1} e^{p s} d s+\int_{t-d}^{t}(t-s)^{q-1} e^{p s} d s\right) \\
\leq M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}+\|x\|_{*} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)}\left(e^{-p t} \frac{1}{d^{1-q}} \frac{e^{p(t-d)}-1}{p}+\frac{d^{q}}{q}\right) \\
\leq M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}+\|x\|_{*} \frac{M q\|\alpha\|_{\infty}}{\Gamma(1+q)}\left(\frac{1}{p d^{1-q}}+\frac{d^{q}}{q}\right) \\
\leq M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}+\|x\|_{*} N \leq r .
\end{gathered}
$$

So, $\|y\|_{*} \leq r$.
From Lemmas 3.7 and 3.8 we know that the multioperator $G$ is u.s.c. and $\nu-$ condensing. From Theorem 2.9 we obtain that the set $\Sigma_{x_{0}}^{F}[0, a]$ is nonempty.

Now we can show that the set $\Sigma_{x_{0}}^{F}[0, a]$ is a priori bounded. In fact, from the above estimate it follows that for $x \in \Sigma_{x_{0}}^{F}[0, a]$ and $f \in \mathcal{P}_{F}^{\infty}(x)$, we have for each $t \in[0, a]$ :

$$
\|x\|_{*} \leq M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}+\|x\|_{*} N
$$

implying the following estimate:

$$
\|x\|_{*} \leq\left(M\left\|x_{0}\right\|_{E}+\frac{M\|\alpha\|_{\infty} a^{q}}{\Gamma(1+q)}\right)(1-N)^{-1}
$$

Applying Lemma 2.8 we obtain that the set $\Sigma_{x_{0}}^{F}[0, a]$ is compact.

## 4. Continuous dependence of the solutions set on parameter AND INITIAL DATA

Consider now the dependence of the solutions set of our problem on the parameter $\lambda$ from a metric space $(\Lambda, \rho)$ :

$$
\begin{gather*}
D^{q} x(t) \in A x(t)+F(t, x(t), \lambda),  \tag{4.1}\\
x(0)=x_{0} . \tag{4.2}
\end{gather*}
$$

We will assume that the operator $A$ satisfies condition $(A)$ and the multimap $F:[0, a] \times E \times \Lambda \rightarrow K v(E)$ obeys the following conditions:
$\left(F 1_{\lambda}\right)$ for all $(x, \lambda) \in E \times \Lambda$ the multifunction $F(\cdot, x, \lambda):[0, a] \longrightarrow K v(E)$ admits a strongly continuous selection;
$\left(F 2_{\lambda}\right)$ for a.e. $t \in[0, a]$ the multimap $F(t, \cdot, \cdot): E \longrightarrow K v(E)$ is u.s.c.;
$\left(F 3_{\lambda}\right)$ for each $n \in \mathbb{N}$ there exists a function $\omega_{n} \in L^{\infty}([0, a])$ such that for each function $x \in \bar{B}(0, n) \subset C([0, a] ; E)$ we have:

$$
\|F(t, x, \lambda)\|:=\sup \left\{\|f\|_{E}: f \in F(t, x, \lambda)\right\} \leq \omega_{n}(t)
$$

for a.e. $t \in[0, a]$;
$\left(F 4_{\lambda}\right)$ there exists a function $\mu \in L^{\infty}([0, a])$ such that for each bounded set $Q \subset E$ we have:

$$
\chi(F(t, Q, \Lambda)) \leq \mu(t) \chi(Q)
$$

for a.e. $t \in[0, a]$, where $\chi$ is the Hausdorff measure of noncompactness in $E$.
Theorem 4.1. Assume that conditions $(A),\left(F 1_{\lambda}\right)-\left(F 4_{\lambda}\right)$ are satisfied. Suppose that for a certain value $\lambda_{0} \in \Lambda$ of the parameter, the solutions set $\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, a]$ of problem (4.1)-(4.2) is bounded and satisfies the following condition of extendability:

$$
\begin{equation*}
\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, \tau]=\left.\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, a]\right|_{[0, \tau]} \text { for each } \tau \in(0, a] \tag{4.3}
\end{equation*}
$$

Then for every $r>0$ there exists $\delta>0$ such that for each $\lambda \in \Lambda: \rho\left(\lambda, \lambda_{0}\right)<\delta$, the set $\sum_{x_{0}}^{F(\cdot, \cdot, \lambda)}[0, a]$ is non-empty and, moreover,

$$
\Sigma_{x_{0}}^{F(\cdot, \cdot, \lambda)}[0, a] \subset W_{r}\left(\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, a]\right)
$$

i.e., the multioperator $\lambda \multimap \Sigma_{x_{0}}^{F(\cdot, \cdot, \lambda)}[0, a]$ is u.s.c. at the point $\lambda_{0}$.

Proof. Let $C>0$ be a constant such that :

$$
\begin{equation*}
\left\|\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, a]\right\| \leq C, \tag{4.4}
\end{equation*}
$$

and

$$
M=\max _{t \in[0, a]}\|T(t)\|
$$

We will show that there exists $\delta_{0}>0$ such that for all $\lambda \in \Lambda: \rho\left(\lambda, \lambda_{0}\right)<\delta_{0}$, we have:

$$
\begin{equation*}
\left\|\Sigma_{x_{0}}^{F(\cdot, \cdot, \lambda)}(t)\right\| \leq 3 C \tag{4.5}
\end{equation*}
$$

where $\Sigma_{x_{0}}^{F(\cdot, \cdot, \lambda)}$ is the solutions set of problem (4.1)-(4.2), i.e., $x \in \Sigma_{x_{0}}^{F(\cdot, \cdot, \lambda)}$ if there exists $\Delta>0$ such that for each $\tau<\Delta$ and $y^{\tau}=\left.x\right|_{[0, \tau]} \in C([0, \tau] ; E), y^{\tau} \in G\left(\lambda, y^{\tau}\right)$, where $G(\lambda, \cdot)$ is the integral multioperator in the space $C([0, \tau] ; E)$ corresponding to the multimap $F(\cdot, \cdot, \lambda)$ defined for $\lambda \in \Lambda$ and $x \in C([0, \tau] ; E)$ by the formula

$$
G(\lambda, x)=\left\{y: y(t)=\mathcal{G}(t) x_{0}+z(t), z \in S \circ \mathcal{P}_{F_{\lambda}}^{\infty}(x)\right\} .
$$

Suppose that (4.5) fails, then we can choose sequences $\lambda_{n} \in \Lambda, \lambda_{n} \rightarrow \lambda_{0}, t_{n} \in$ $[0, a], x_{n} \in C\left(\left[0, t_{n}\right] ; E\right)$, such that :

$$
x_{n} \in G\left(\lambda_{n}, x_{n}\right)(t) \text { for } t \in\left[0, t_{n}\right]
$$

and

$$
\begin{gather*}
\operatorname{dist}\left(x_{n}\left(t_{n}\right), \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}\right)\right)=2 C,  \tag{4.6}\\
\operatorname{dist}\left(x_{n}\left(t_{n}\right), \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}(t)\right)<2 C, t \in\left[0, t_{n}\right), \tag{4.7}
\end{gather*}
$$

where dist denotes the distance of a point from a set.
Let $t_{*}=\underline{\lim } t_{n}$, from $\left(F 3_{\lambda}\right)$ it follows that $t_{*}>0$. In fact, suppose the contrary. Then there exists a subsequence of the sequence $t_{n}$ (without loss of generality, we can assume that it is the sequence $t_{n}$ itself), which converges to zero. Then from ( $F 3_{\lambda}$ ) it follows that selections $f_{n} \in \mathcal{S}_{F\left(\cdot, x_{n}(\cdot), \lambda_{n}\right)}^{\infty}$ satisfy:

$$
\left\|f_{n}(t)\right\| \leq \omega_{3 C}(t) \text { for a.e. } t \in\left[0, t_{n}\right] .
$$

From condition (4.3) it follows that the set $\Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}[0, a]$ is compact, so we get

$$
\begin{equation*}
\operatorname{dist}\left(x_{0}, \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}\right)\right) \rightarrow 0 \tag{4.8}
\end{equation*}
$$

By using (4.6), we obtain

$$
\begin{gather*}
0<2 C=\operatorname{dist}\left(x_{n}\left(t_{n}\right), \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}\right)\right) \\
\leq\left\|x_{n}\left(t_{n}\right)-x_{0}\right\|_{E}+\operatorname{dist}\left(x_{0}, \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}\right)\right) \leq\left\|\left(\mathcal{G}\left(t_{n}\right)-I\right) x_{0}\right\|_{E} \\
+\int_{0}^{t_{n}}\left(t_{n}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{n}-s\right)\right\|_{L(E)} \cdot\left\|f_{n}(s)\right\|_{E} d s+\operatorname{dist}\left(x_{0}, \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}\right)\right) \tag{4.9}
\end{gather*}
$$

Notice that the first term in the right-hand side of the last inequality tends to zero while $n \rightarrow \infty$. Since the operator family $\mathcal{G}(t)$ is equicontinuous and the last term vanishes by virtue of (4.8). For the second term we have the following estimate:

$$
\int_{0}^{t_{n}}\left(t_{n}-s\right)^{q-1}\left\|\mathcal{T}\left(t_{n}-s\right)\right\|_{L(E)} \cdot\left\|f_{n}(s)\right\|_{E} d s \leq \frac{M\left\|\omega_{3 C}\right\|_{\infty}}{\Gamma(1+q)} t_{n}^{q} \rightarrow 0
$$

Passing to the limit in (4.9) we get the contradiction.
Now, we prove that there exists $\alpha>0$, such that all solutions $x_{n}$ are defined on the interval $\left[0, t_{*}-\alpha\right]$ and for each $x_{n}$ there exists a point $t_{n}^{\prime} \in\left[0, t_{*}-\alpha\right]$ at which the following inequality holds:

$$
\begin{equation*}
\operatorname{dist}\left(x_{n}\left(t_{n}^{\prime}\right), \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t_{n}^{\prime}\right)\right) \geq C / 2 \tag{4.10}
\end{equation*}
$$

The first part of this assertion follows from the just proved fact that $t_{*}>0$. To prove the second part, notice that if at any point $t_{1} \in\left[0, t_{n}\right)$ for some solution $x^{0} \in \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}$, we have:

$$
\left\|x_{n}\left(t_{1}\right)-x^{0}\left(t_{1}\right)\right\|_{E}<C / 2
$$

then for $t_{1}+\tau \in\left[0, t_{n}\right]$ we have the following estimate:

$$
\begin{gather*}
\left\|x_{n}\left(t_{1}+\tau\right)-x^{0}\left(t_{1}+\tau\right)\right\|_{E} \\
=\left\|x_{n}\left(t_{1}+\tau\right)-x_{n}\left(t_{1}\right)-x^{0}\left(t_{1}+\tau\right)+x^{0}\left(t_{1}\right)+x_{n}\left(t_{1}\right)-x^{0}\left(t_{1}\right)\right\|_{E} \\
\leq\left\|x_{n}\left(t_{1}+\tau\right)-x_{n}\left(t_{1}\right)\right\|_{E}+\left\|x^{0}\left(t_{1}+\tau\right)-x^{0}\left(t_{1}\right)\right\|_{E}+\left\|x_{n}\left(t_{1}\right)-x^{0}\left(t_{1}\right)\right\|_{E} \\
\leq\left\|x_{n}\left(t_{1}\right)-x^{0}\left(t_{1}\right)\right\|_{E}+\frac{2 \tau^{q} M\left\|\omega_{3 C}\right\|_{\infty}}{\Gamma(1+q)} \tag{4.11}
\end{gather*}
$$

From the last estimate, for a small $\tau>0$ we get:

$$
\begin{equation*}
\left\|x_{n}\left(t_{1}+\tau\right)-x^{0}\left(t_{1}+\tau\right)\right\|_{E}<C \tag{4.12}
\end{equation*}
$$

If we suppose that the desired $\alpha$ does not exists, then by using inequality (4.7) and choosing $t_{*}$, we obtain the following inequality:

$$
\left\|x_{n}\left(t_{n}\right)-x^{0}\left(t_{n}\right)\right\|_{E}<C
$$

contradicting (4.6).
The family of integral multioperators $G: \Lambda \times C\left(\left[0, t_{*}-\alpha\right] ; E\right) \rightarrow K v\left(C\left(\left[0, t_{*}-\alpha\right] ; E\right)\right)$ of problem (4.1)-(4.2) is $\nu$-condensing in the second argument and hence the sequence $\left\{\left.x_{n}\right|_{\left[0, t_{*}-\alpha\right]}\right\}$ is relatively compact. It follows that for a limit point $x^{*}$ of this sequence while tending $t_{n}^{\prime}$ to $t^{*}$, we have:

$$
x^{*}(t) \in G\left(\lambda_{0}, x^{*}\right)(t) \text { for } t \in\left[0, t_{*}-\alpha\right]
$$

and

$$
\begin{equation*}
\operatorname{dist}\left(x^{*}\left(t^{*}\right), \Sigma_{x_{0}}^{F\left(\cdot, \cdot, \lambda_{0}\right)}\left(t^{*}\right)\right) \geq C / 2 \tag{4.13}
\end{equation*}
$$

Inequality (4.13) contradicts to condition (4.3) and to the possibility to extend the solution $x^{*}$ of problem (4.1)-(4.2) to the whole interval $[0, a]$, since so extended solution does not belong to $\Sigma_{x_{0}}^{F\left(\cdot,, \lambda_{0}\right)}$.

Now, it remains only to refer to Lemma 2.7, taking the closed ball $\bar{B}_{3 C}(0)$ in the space $C([0, a] ; E)$ as $X$.

## 5. The averaging Principle

Consider the Cauchy problem for a fractional semilinear differential inclusion in a Banach space $E$ :

$$
\begin{gather*}
D^{q} x(t) \in A x(t)+F(t / \epsilon, x(t)),  \tag{5.1}\\
x(0)=x_{0}, \tag{5.2}
\end{gather*}
$$

where $\epsilon$ is a small parameter and linear operator $A: D(A) \subseteq E \rightarrow E$ satisfies condition $(A)$. We will assume that the multimap $F: \mathbb{R} \times E \rightarrow K v(E)$, besides condition ( $F 1$ ) satisfies the following additional conditions:
$\left(F_{T}\right)$ the multimap $F$ is $T$-periodic in the first argument, i.e., for a.e. $t \in \mathbb{R}$ :

$$
F(t+T, x)=F(t, x)
$$

for all $x \in E$, where $T>0$.
It is clear that this condition yields the existence of a $T$-periodic measurable selection for the multifunction $F(\cdot, x)$ for all $x \in E$;
$\left(F^{\prime} 2\right)$ the multimap $F$ is u.s.c. in the second argument, uniformly w.r.t. the first argument, i.e., for each $x \in E$ and $\epsilon>0$ there exists $\delta>0$ such that

$$
F\left(t, B_{\delta}(x)\right) \subset W_{\epsilon}(F(t, x)),
$$

for a.e. $t \in \mathbb{R}$;
( $F^{\prime} 4$ ) for each bounded set $\Omega \subset E$ we have:

$$
\chi(F([0, T] \times \Omega)) \leq k \cdot \chi(\Omega)
$$

where $\chi$ is the Hausdorff MNC in $E$ and $k>0$.
From condition ( $F^{\prime} 4$ ) it follows that the multimap $F$ transforms bounded sets into bounded ones and satisfies condition (F3).

Parallel to inclusion (5.1), we consider the averaged inclusion:

$$
\begin{equation*}
D^{q} x(t) \in A x(t)+F_{0}(x(t)), \tag{5.3}
\end{equation*}
$$

where

$$
F_{0}(x(t))=\frac{1}{T} \int_{0}^{T} F(s, x) d s
$$

From [8], we know the following result.
Lemma 5.1. The multimap $F_{0}: E \rightarrow K v(E)$ is u.s.c.
For each bounded set $\Omega \subset E$ the following estimate holds true:

$$
\begin{equation*}
\chi\left(F_{0}(\Omega)\right) \leq k \cdot \chi(\Omega) \tag{5.4}
\end{equation*}
$$

where $k$ is the constant from condition $\left(F^{\prime} 4\right)$. Indeed, for each $x \in \Omega$ and $f \in \mathcal{P}_{F}^{\infty}(x)$, we obtain that $f(t) \in F([0, T] \times \Omega)$ for a.e. $t \in[0, T]$. Therefore

$$
\frac{1}{T} \int_{0}^{T} f(s) d s \in \overline{\operatorname{co}} F([0, T] \times \Omega)
$$

moreover, $F_{0}(\Omega) \in \overline{c o} F([0, T] \times \Omega)$, hence, due to the definition of the MNC and condition $\left(F^{\prime} 4\right)$, we get (5.4).

Therefore, to study the solvability of inclusion (5.3), we can introduce the described above integral multioperator $G$ which, as it was proved, is $\nu$-condensing.

To prove the concluding result, we will need the following important theorem which is the "multivalued" analogue of the Krasnoselskii-Krein lemma (see [8])

Theorem 5.2. Let $F$ satisfy conditions $(F 1),\left(F^{\prime} 2\right),\left(F^{\prime} 4\right),\left(F_{T}\right)$ and sequences $\left\{x_{n}\right\}_{n=1}^{\infty} \subset C([0, a] ; E)$ and $f_{n} \in \mathcal{P}_{\mathcal{F}_{n}}^{1}$, where $\mathcal{F}_{n}(s)=F\left(\frac{s}{\epsilon_{n}}, x_{n}(s)\right)$, for a.e. $s \in[0, d]$ be given. Suppose that $\epsilon_{n} \rightarrow 0, x_{n} \xrightarrow{C} x^{0}$, and $f_{n} \xrightarrow{L^{1}} f^{0}$. Then $f^{0} \in \mathcal{P}_{\mathcal{F}_{0}}^{1}$, where $\mathcal{F}_{0}=F_{0}\left(x^{0}(s)\right)$, for a.e. $s \in[0, a]$.

Denote $F_{\epsilon}(t, x)=F(t / \epsilon, x)$, for $\epsilon>0$.
Theorem 5.3. Suppose that the multimap $F$ obeys conditions $(F 1),\left(F_{T}\right)$, $\left(F^{\prime} 2\right),\left(F^{\prime} 4\right)$ and the solutions set $\Sigma_{x_{0}}^{F_{0}}[0, a]$ satisfies the following condition of extendability:

$$
\begin{equation*}
\Sigma_{x_{0}}^{F_{0}}[0, \tau]=\left.\Sigma_{x_{0}}^{F_{0}}[0, a]\right|_{[0, \tau]} \text { for each } \tau \in(0, a] . \tag{5.5}
\end{equation*}
$$

Then for every $r>0$ there exists $\epsilon_{0}>0$ such that $\Sigma_{x_{0}}^{F_{\epsilon}}[0, a] \neq \varnothing$ and

$$
\Sigma_{x_{0}}^{F_{\epsilon}}[0, a] \subset W_{r}\left(\Sigma_{x_{0}}^{F_{0}}[0, a]\right)
$$

for a.e. $\epsilon \in\left(0, \epsilon_{0}\right]$.
Proof. Consider the family of multioperators

$$
\begin{gathered}
G:[0,1] \times C([0, a] ; E) \rightarrow K v(C([0, a] ; E)) \\
G(\epsilon, x)=\left\{y: y(t)=\mathcal{G}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \phi_{\epsilon}(s) d s, \phi_{\epsilon} \in \mathcal{P}_{F_{\epsilon}}^{\infty}(x)\right\} .
\end{gathered}
$$

At first, prove that $G$ is u.s.c. at each point $(0, x)$. To do so, take sequences $\left\{\epsilon_{n}\right\}_{n=1}^{\infty} \subset[0,1],\left\{x_{n}\right\}_{n=1}^{\infty} \subset C([0, a] ; E)$, such that $\epsilon_{n} \rightarrow 0, x_{n} \rightarrow x$. Then for each sequence $\phi_{n} \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}\left(x_{n}\right), n \geq 1$ for a.e. $t \in[0, a]$, the set $\left\{\phi_{n}\right\}_{n=1}^{\infty}$, by condition $\left(F^{\prime} 4\right)$, lays in a relatively compact set $F\left([0, T] \times\left\{x_{n}\right\}_{n=1}^{\infty}\right)$, hence the sequence $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ is $L^{1}$-semicompact. Moreover, by the Diestel criterion (see [5]) we may assume, w.l.o.g.,, that $\phi_{n} \stackrel{L^{1}}{\rightharpoonup} \phi^{0}$. By Theorem 5.2 we get $\phi^{0} \in \mathcal{P}_{F_{0}}^{1}$, but the sequence $\phi_{n}$ is bounded, hence $\phi^{0} \in \mathcal{P}_{F_{0}}^{\infty}$. Now it remains to use condition $\left(S_{2}\right)$ from Lemma 3.6

Now, prove that the multioperator $G$ is condensing w.r.t. the MNC $\nu$ :

$$
\nu: P(C([0, a] ; E)) \rightarrow \mathbb{R}_{+}^{2}
$$

with the values in the cone $\mathbb{R}_{+}^{2}$ defined as

$$
\begin{equation*}
\nu(\Omega)=\max _{\mathcal{D} \in \Delta(\Omega)}\left(\varphi(\mathcal{D}), \bmod _{C}(\mathcal{D})\right) \tag{5.6}
\end{equation*}
$$

where $\Delta(\Omega)$ denotes the collection of all countable subsets of $\Omega$,

$$
\varphi(\mathcal{D})=\sup _{t \in[0, a]} e^{-p t} \chi(\mathcal{D}(t))
$$

and the constant $p>0$ is chosen so that

$$
\varrho:=2 \frac{q M k}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s<1
$$

where $k$ is the constant from condition $\left(F^{\prime} 4\right)$.
Such a choice can be justified in the following way. Take $d>0$ such that

$$
2 \frac{q M k}{\Gamma(1+q)} \frac{d^{q}}{q}<\frac{1}{2}
$$

and then, choose $p>0$ such that

$$
2 \frac{q M k}{\Gamma(1+q)} \frac{1}{p d^{1-q}}<\frac{1}{2} .
$$

Now we have

$$
\begin{gathered}
2 \frac{q M k}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s \\
=2 \frac{q M k}{\Gamma(1+q)}\left(\int_{0}^{t-d}(t-s)^{q-1} e^{-p(t-s)} d s+\int_{t-d}^{t}(t-s)^{q-1} e^{-p(t-s)} d s\right) \\
\leq 2 \frac{q M k}{\Gamma(1+q)}\left(\frac{1}{d^{1-q}} \frac{e^{-p d}}{p}+\frac{d^{q}}{q}\right) \\
\leq 2 \frac{q M k}{\Gamma(1+q)}\left(\frac{1}{p d^{1-q}}+\frac{d^{q}}{q}\right)<1 .
\end{gathered}
$$

Let $\Omega \subset C([0, a] ; E)$ be a nonempty bounded set and

$$
\begin{equation*}
\nu(G([0,1] \times \Omega)) \geq \nu(\Omega) . \tag{5.7}
\end{equation*}
$$

Let us show that $\Omega$ is relatively compact set.
Suppose that the maximum mentioned in formula (5.6) is achieved on the set $\mathcal{D}^{\prime}=\left\{y_{n}\right\}_{n=1}^{\infty}$. Then there exist sequences $\left\{\epsilon_{n}\right\}_{n=1}^{\infty} \subset[0,1]\left\{x_{n}\right\}_{n=1}^{\infty} \subset \Omega$, such that

$$
y_{n}=\mathcal{G}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) \phi_{\epsilon_{n}}(s) d s, \phi_{\epsilon_{n}} \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}\left(x_{n}\right)
$$

Denote $\phi_{\epsilon_{n}}=f_{n}, n \geq 1$.
Since the MNC $\nu$ is nonsingular, it is sufficient to prove the assertion for the sequence $g_{n}(t)=S f_{n}(t), f_{n} \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}\left(x_{n}\right), n \geq 1$ instead of the sequence $\left\{y_{n}\right\}_{n=1}^{\infty}$.

By virtue of (5.7) we get

$$
\begin{align*}
\varphi\left(\left\{g_{n}\right\}_{n=1}^{\infty}\right) & \geq \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)  \tag{5.8}\\
\bmod _{C}\left(\left\{g_{n}\right\}_{n=1}^{\infty}\right) & \geq \bmod _{C}\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \tag{5.9}
\end{align*}
$$

Now, we can give a upper estimate for $\varphi\left(\left\{g_{n}\right\}_{n=1}^{\infty}\right)$.
The $\chi$-regularity property ( $F^{\prime} 4$ ) implies

$$
\begin{gathered}
\chi\left(\left\{f_{n}(s)\right\}_{n=1}^{\infty}\right) \leq \chi\left(F([0, T]) \times\left\{x_{n}\right\}_{n=1}^{\infty}\right) \\
\leq k \cdot \chi\left(\left\{x_{n}(s)\right\}_{n=1}^{\infty}\right) \\
=e^{p s} k e^{-p s} \cdot \chi\left(\left\{x_{n}(s)\right\}_{n=1}^{\infty}\right) \\
\leq e^{p s} k \cdot \sup _{\xi \in[0, a]} e^{-p \xi} \chi\left(\left\{x_{n}(\xi)\right\}_{n=1}^{\infty}\right)=e^{p s} k \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) .
\end{gathered}
$$

Applying Lemma 3.5 and estimate (3.2), we obtain

$$
\begin{equation*}
\chi\left(\left\{S f_{n}(t)\right\}_{n=1}^{\infty}\right) \leq 2 \frac{q M k}{\Gamma(1+q)}\left(\int_{0}^{t}(t-s)^{q-1} e^{p s} d s\right) \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \tag{5.10}
\end{equation*}
$$

Now, from estimates (5.8), (5.10) it follows that

$$
\begin{gathered}
\varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \leq 2 \frac{q M k}{\Gamma(1+q)} \sup _{t \in[0, a]}\left(\int_{0}^{t}(t-s)^{q-1} e^{-p(t-s)} d s\right) \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right) \\
\leq \varrho \cdot \varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)
\end{gathered}
$$

implying

$$
\varphi\left(\left\{x_{n}\right\}_{n=1}^{\infty}\right)=0,
$$

and therefore

$$
\begin{equation*}
\chi\left(\left\{x_{n}(t)\right\}_{n=1}^{\infty}\right)=0 \tag{5.11}
\end{equation*}
$$

for all $t \in[0, a]$.
The boundedness of the multimap $F$ on bounded sets implies the boundedness of the set $\left\{f_{n}: f_{n} \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}\left(x_{n}\right)\right\}_{n=1}^{\infty}$. From condition $\left(F^{\prime} 4\right)$ and (5.11) it follows that the set $F\left([0, T] \times\left\{x_{n}(t)\right\}_{n=1}^{\infty}\right)$ is relatively compact and hence the set $\left\{f_{n}(t)\right\}_{n=1}^{\infty}$ is also relatively compact for a.e. $t \in[0, a]$. Therefore the set $\left\{f_{n}\right\}_{n=1}^{\infty}$ is weakly compact in $L^{1}([0, a] ; E)$. From (5.11) it follows, by Lemma 2.11, that for each $\delta>0$ there exist a compact set $K_{\delta} \subset E$, and a set $m_{\delta} \subseteq[0, a]$, of the Lebesgue measure $\operatorname{mes}\left(m_{\delta}\right)<\delta$ such that $\left\{x_{n}(t)\right\}_{n=1}^{\infty} \subset K_{\delta}$ for $t \in[0, a] \backslash m_{\delta}$. Then from assertion $\left(S_{2}\right)$ of Lemma 3.6 it follows that the set

$$
\left\{\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) f_{n}(s) d s \mid f_{n}(s) \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}(\Omega)\right\}_{n=1}^{\infty}
$$

is relatively compact in $C([0, a] ; E)$. Then, applying (5.9), we get

$$
\bmod _{C}(\Omega) \leq \bmod _{C}(S([0, T] \times \Omega))=\bmod _{C}\left(\left\{S f_{n} \mid f_{n}(s) \in \mathcal{P}_{F_{\epsilon_{n}}}^{\infty}(\Omega)\right\}\right)=0
$$

where $S f_{n}(t)=\int_{0}^{t}(t-s)^{q-1} \mathcal{T}(t-s) f_{n}(s) d s$. It means that $\nu(\Omega)=(0,0)$, and hence $\Omega$ is the relatively compact set and the multioperator $G$ is condensing w.r.t. the MNC $\nu$.

Therefore, we may obtain the desired result following the lines of the proof of Theorem 4.1
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