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NEW INTEGRAL INEQUALITIES FOR (r, α)-FRACTIONAL
MOMENTS OF CONTINUOUS RANDOM VARIABLES
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Abstract. In this paper, we establish new integral inequalities for continuous
random variables. By introducing new concepts on fractional moments of con-
tinuous random variables, we generalize some interesting results of P. Kumar.
Other fractional integral results are also presented.
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1. INTRODUCTION

It is well known that the integral inequalities theory plays an important
role in applied sciences. Recently, significant development in this theory has
been achieved; for details, we refer to [1, 4, 7, 12, 13, 18, 21], [23]-[27] and the
references therein. Moreover, the study of fractional type inequalities is also
of great importance. We refer the reader to [2, 3, 6], [8]-[12], [14, 19, 22], for
further information and applications.

Let us present the results that inspired this paper. We begin by [5], where
N.S. Barnett et al. established some new integral inequalities for the expecta-
tion E(X) and the variance σ2(X) of a continuous random variable X having
a probability density function p.d.f. f : [a, b]→ R+. In [15, 16], P. Kumar pre-
sented new results for the moments of continuous random variables. Then, Y.
Miao and G. Yang [17] gave some upper bounds for the standard deviation and
for the Lp absolute deviation of X. Recently, M. Niezgoda [20] proposed new
generalizations of the results of P. Kumar [16], by applying Ostrowski-Gruss
type inequalities. In a very recent work, Z. Dahmani [8, 12] introduced new
concepts on fractional random variables. Then, he established several integral
inequalities for the fractional dispersion and the fractional variance functions
of continuous random variables with probability density functions p.d.f.

In succession to our earlier work in [8, 12], we introduce new fractional con-
cepts on (r, α)- moments for continuous random variables. Then, we obtain
new results for the (r, α)-fractional functions. We also present new fractional
integral results for the (r, α)-fractional moments. Some classical integral in-
equalities of P. Kumar [16] can be deduced as some special cases of our results.

DOI: 10.24193/mathcluj.2018.2.08



2 New integral inequalities 167

2. PRELIMINARIES

In this section, we present some definitions and properties that will be used
throughout this paper (cf. [8, 12, 14]).

Definition 2.1. The Riemann-Liouville fractional integral operator of or-
der α ≥ 0, for a continuous function f on [a, b], is defined as

(1) Jαa [f (t)] :=
1

Γ (α)

∫ t

a
(t− τ)α−1 f (τ) dτ, α > 0, a < t ≤ b,

J0
a [f (t)] = f (t) ,

where Γ (α) =
∫∞

0 e−uuα−1du.

For, α ≥ 0, β ≥ 0, the following properties hold:

(2) Jαa J
β
a [f (t)] = Jα+β

a [f (t)] ,

and

(3) Jαa J
β
a [f (t)] = Jβa J

α
a [f (t)] .

We give the following definitions (see [8, 12]).

Definition 2.2. The fractional expectation function of order α > 0, for a
random variable X with a positive p.d.f . f defined on [a, b], is defined as

(4) EX,α (t) := Jαa [tf (t)] =
1

Γ (α)

∫ t

a
(t− τ)α−1 τf (τ) dτ, α ≥ 0, a < t ≤ b.

Definition 2.3. The fractional expectation function of order α > 0, for
the random variable X − E(X), is defined as

(5) EX−E(X),α (t) :=
1

Γ (α)

∫ t

a
(t− τ)α−1 (τ − E(X)) f (τ) dτ, a < t ≤ b,

where f : [a, b]→ R+ is a p.d.f . of X and E (X) :=
∫ b
a τf (τ) dτ is the classical

expectation of X.

Definition 2.4. The fractional expectation of order α > 0, for a random
variable X with a positive p.d.f . f defined on [a, b], is defined as

(6) EX,α :=
1

Γ (α)

∫ b

a
(b− τ)α−1 τf (τ) dτ.

Definition 2.5. The fractional variance function of order α > 0, for a
random variable X having a p.d.f . f : [a, b]→ R+, is defined as

(7)
σ2
X,α (t) := Jαa

[
(t− E (X))2 f (t)

]
=

1

Γ (α)

∫ t

a
(t− τ)α−1 (τ − E(X))2 f (τ) dτ, a < t ≤ b,

where E (X) :=
∫ b
a τf (τ) dτ is the classical expectation of X.
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Definition 2.6. The fractional variance of order α > 0, for a random
variable X with a p.d.f . f : [a, b]→ R+, is defined as

(8) σ2
X,α :=

1

Γ (α)

∫ b

a
(b− τ)α−1 (τ − E(X))2 f (τ) dτ.

We give the following important properties (see [8, 12]).
(P1) If we take α = 1 in Definition 2.4, we obtain the classical expectation:

EX,1 = E (X) .
(P2) If we take α = 1 in Definition 2.6, we obtain the classical variance:

σ2
X,α = σ2 (X) =

∫ b
a (τ − E(X))2 f (τ) dτ.

(P3) For α > 0, the p.d.f. f satisfies Jαa [f (t)] ≤ (b−a)α−1

Γ(α) .

We also introduce the following definitions.

Definition 2.7. The fractional moment function of orders (r > 0, α > 0),
for a continuous random variable X with a positive p.d.f . f defined on [a, b],
is defined as:
(9)

Mr,α (t) := Jαa [trf (t)] =
1

Γ (α)

∫ t

a
(t− τ)α−1 τ rf (τ) dτ, α > 0, a < t ≤ b.

For t = b, we introduce the fractional moment of X.

Definition 2.8. The fractional moment of orders (r > 0, α > 0), for a
continuous random variable X, is defined as

(10) Mr,α :=
1

Γ (α)

∫ b

a
(b− τ)α−1 τ rf (τ) dτ, α > 0.

We note that:
(P4) if we take α = 1 in Definition 2.8, we obtain the classical moment of

order r, given by Mr =
∫ b
a τ

rf (τ) dτ.

3. MAIN RESULTS

In this section, we present new results for the (r, α)-fractional moments of
continuous random variables. The first main result is the following theorem.

Theorem 3.1. Let X be a continuous random variable having a p.d.f. f :
[a, b]→ R+. Then we have:

(1) For a < t ≤ b, α > 0,

(11)

Jαa [f (t)] Jαa
[
tr−1 (t− E (X)) f (t)

]
− (Jαa [(t− E (X)) f (t)])Mr−1,α (t)

≤ ‖f‖2∞
[

(t− a)α

Γ (α+ 1)
Jαa [tr]− Jαa [t] Jαa

[
tr−1

]]
,

where f ∈ L∞ [a, b] .
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(2) For all a < t ≤ b, α > 0,

(12)

Jαa [f (t)] Jαa
[
tr−1 (t− E (X)) f (t)

]
− (Jαa [(t− E (X)) f (t)])Mr−1,α (t)

≤ 1

2
(t− a)

(
tr−1 − ar−1

)
(Jαa [f (t)])2 .

Proof. Let us consider the quantity

(13) H (τ, ρ) = (g (τ)− g (ρ)) (h (τ)− h (ρ)) , τ, ρ ∈ (a, t) , a < t ≤ b.

Taking a function p : [a, b] → R+, multiplying (13) by (t−τ)α−1

Γ(α) p (τ) , τ ∈
(a, t) and then integrating the resulting identity with respect to τ over (a, t),
we can state that

(14)

1

Γ (α)

∫ t

a
(t− τ)α−1 p (τ)H (τ, ρ) dτ

= Jαa [pgh (t)]− g (ρ) Jαa [ph (t)]

− h (ρ) Jαa [pg (t)] + g (ρ)h (ρ) Jαa [p (t)] .

Multiplying (14) by (t−ρ)α−1

Γ(α) p (ρ) , ρ ∈ (a, t), and integrating the resulting

identity with respect to ρ from a to t, we can write

(15)
1

Γ2 (α)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)α−1 p (τ) p (ρ)H (τ, ρ) dτdρ

= 2Jαa [p (t)] Jαa [pgh (t)]− 2Jαa [pg (t)] Jαa [ph (t)] .

In (15), taking p (t) = f (t) , g (t) = t−E (X) , h (t) = tr−1, t ∈ (a, b), we get

(16)

1

Γ2 (α)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)α−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

= 2Jαa [f (t)] Jαa
[
tr−1 (t− E (X)) f (t)

]
− 2Jαa [(t− E (X)) f (t)] Jαa

[
tr−1f (t)

]
= 2Jαa [f (t)] Jαa

[
tr−1 (t− E (X)) f (t)

]
− 2Jαa [(t− E (X)) f (t)]Mr−1,α (t) .

On the other hand, we have:

(17)

1

Γ2 (α)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)α−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

≤ ‖f‖2∞
1

Γ2 (α)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)α−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
dτdρ

≤ ‖f‖2∞
[
2

(t− a)α

Γ (α+ 1)
Jαa [tr]− 2Jαa [t] Jαa

[
tr−1

]]
.
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Thanks to (16) and (17), we obtain (11).
To prove (12), we remark that

(18)

1

Γ2 (α)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)α−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

≤ sup
τ,ρ∈[a,t]

|(τ − ρ)|
∣∣(τ r−1 − ρr−1

)∣∣ Jαa [f (t)]2

= (t− a)
(
tr−1 − ar−1

)
Jαa [f (t)]2 .

Therefore, by (16) and (18), we get the desired inequality. This ends the proof
of Theorem 3.1. �

We also prove the following theorem.

Theorem 3.2. Let X be a continuous random variable having a p.d.f . f :
[a, b]→ R+.

(1∗) For any a < t ≤ b, α > 0, β > 0, we have:

(19)

Jαa [f (t)] Jβa
[
f (t) tr−1 (t− E (x))

]
+ Jβa [f (t)] Jαa

[
f (t) tr−1 (t− E (x))

]
− Jαa [f (t) (t− E (x))]Mr−1,β

− Jβa [f (t) (t− E (x))]Mr−1,α

≤ ‖f‖2∞
(t− a)α

Γ (α+ 1)
Jβa [tr] +

(t− a)β

Γ (β + 1)
Jαa [tr]

− Jαa [t] Jβa
[
tr−1

]
− Jβa [t] Jαa

[
tr−1

]
,

where f ∈ L∞ [a, b] .
(2∗) We also have:

(20)

Jαa [f (t)] Jβa
[
f (t) tr−1 (t− E (x))

]
+ Jβa [f (t)] Jαa

[
f (t) tr−1 (t− E (x))

]
− Jαa [f (t) (t− E (x))]Mr−1,β − Jβa [f (t) (t− E (x))]Mr−1,α

≤ (t− a)
(
tr−1 − ar−1

)
Jαa [f (t)] Jβa [f (t)] ,

for any a < t ≤ b, α > 0, β > 0.

Proof. Multiplying (14) by (b−ρ)β−1

Γ(β) p (ρ) , ρ ∈ (a, t) , and integrating the

resulting identity with respect to ρ over (a, t), we can write

(21)

1

Γ (α) Γ (β)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)β−1 p (τ) p (ρ)H (τ, ρ) dτdρ

= Jαa [p (t)] Jβa [pgh (t)] + Jβa [p (t)] Jαa [pgh (t)]

− Jαa [ph (t)] Jβa [pg (t)]− Jβa [ph (t)] Jαa [pg (t)] .
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Taking p (t) = f (t) , g (t) = t − E (X) , h (t) = tr−1, t ∈ (a, b) in the above
identity, yields

(22)

1

Γ (α) Γ (β)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)β−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

= Jαa [f (t)] Jβa
[
tr−1 (t− E (x)) f (t)

]
+ Jβa [f (t)] Jαa

[
tr−1 (t− E (x)) f (t)

]
−Mr−1,α J

β
a [f (t) (t− E (x))]−Mr−1 βJ

α
a [f (t) (t− E (x))] .

We have also

(23)

1

Γ (α) Γ (β)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)β−1 (τ − ρ)

×
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

≤ ‖f‖2∞
1

Γ (α) Γ (β)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)β−1 (τ − ρ)

×
(
τ r−1 − ρr−1

)
dτdρ

= ‖f‖2∞
[ (t− a)α

Γ (α+ 1)
Jβa [tr] +

(t− a)β

Γ (β + 1)
Jαa [tr]

− Jαa [t] Jβa
[
tr−1

]
− Jβa [t] Jα

[
tr−1

] ]
.

Thanks to (22) and (23), we obtain (1∗).
For (2∗), we have

(24)

1

Γ (α) Γ (β)

∫ t

a

∫ t

a
(t− τ)α−1 (t− ρ)β−1

× (τ − ρ)
(
τ r−1 − ρr−1

)
f (τ) f (ρ) dτdρ

≤ sup
τ,ρ∈[a,t]

[
|τ − ρ|

∣∣τ r−1 − ρr−1
∣∣] Jαa [f (t)] Jβa [f (t)]

= (t− a)
(
tr−1 − ar−1

)
Jαa [f (t)] Jβa [f (t)] .

And by (22) and (24), we get (20). �

Remark 3.3. (R1) Applying Theorem 3.2 for α = β, we obtain Theorem
3.1.

(R2) Taking α = β = 1 in (1∗) of Theorem 3.2, we obtain the last inequality
of Theorem 1 in [16].

(R3) Taking α = β = 1 in (2∗) of Theorem 3.2, we obtain the first inequality
of Theorem 1 in [16].

We give also the following result.



172 M. Houas, Z. Dahmani, and M.Z. Sarikaya 7

Theorem 3.4. Let X be a continuous random variable having a p.d.f . f :
[a, b]→ R+. Then we have:

(25)
Jαa [f (t)]M2r,α (t)−M2

r,α (t)

≤ 1

4
(Jαa [f (t)])2 (br − ar)2 , α > 0, t ∈ (a, b).

Proof. Using Theorem 3.1 of [9] , we can write

(26)
∣∣∣Jαa [p (t)] Jαa

[
pg2 (t)

]
− (Jαa [pg (t)])2

∣∣∣ ≤ 1

4
(Jαa [p (t)])2 (M −m)2 .

Taking p (t) = f (t) and g (t) = tr, t ∈ [a, b] , we obtain m = ar, M = br.
Hence, the inequality (26) allows us to obtain

(27) 0 ≤ Jαa [f (t)] Jαa
[
t2rf (t)

]
− (Jαa [trf (t)])2 ≤ 1

4
(Jαa [f (t)])2 (br − ar)2 .

This implies that

(28) Jαa [f (t)]M2r,α (t)−M2
r,α (t) ≤ 1

4
(Jαa [f (t)])2 (br − ar)2 .

Theorem 3 .3 is thus proved. �

Using two fractional parameters, we consider the following generalization
ofthe above results.

Theorem 3.5. Let X be a continuous random variable having a p.d.f . f :
[a, b]→ R+. Then, for all a < t ≤ b, α > 0, β > 0, we have:

(29)
Jαa [f (t)]M2r,β (t) + Jβa [f (t)]M2r,α (t) + 2arbrJαa [f (t)] Jβa [f (t)]

≤ (ar + br)
[
Jαa [f (t)]Mr,β (t) + Jβa [f (t)]Mr,α (t)

]
.

Proof. Thanks to Theorem 3.4 of [9], we can state that

(30)

[
Jαa [p (t)] Jβa

[
pg2 (t)

]
+ Jβa [p (t)] Jαa

[
pg2 (t)

]
− 2Jαa [pg (t)] Jβa [pg (t)]

]2

≤
[
(MJαa [p (t)]− Jαa [pg (t)])

(
Jβa [pg (t)]−mJβa [p (t)]

)
+ (Jαa [pg (t)]−mJαa [p (t)])

(
MJβa [p (t)]− Jβa [pg (t)]

)]2
.

In (30), we take p (t) = f (t) , g (t) = tr, t ∈ [a, b] . So, we get

(31)

[
Jαa [f (t)] Jβa

[
t2rf (t)

]
+ Jβa [f (t)] Jαa

[
t2rf (t)

]
− 2Jαa [trf (t)] Jβa [trf (t)]

]2

≤
[
(MJαa [f (t)]− Jαa [trf (t)])

(
Jβ [trf (t)]−mJβa [f (t)]

)
+ (Jαa [trf (t)]−mJαa [f (t)])

(
MJβa [f (t)]− Jβa [trf (t)]

)]2
,
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which implies that

(32)

Jαa [f (t)]M2r,β (t) + Jβa [f (t)]M2r,α (t)− 2Mr,α (t)Mr,β (t)

≤ (MJαa [f (t)]−Mr,α (t))
(
Mr,β (t)−mJβa [f (t)]

)
+ (Mr,α (t)−mJαa [f (t)])

(
MJβa [f (t)]−Mr,β (t)

)
.

Therefore,

(33)

Jαa [f (t)]M2r,β (t) + Jβa [f (t)]M2r,α (t)

≤M
(
Jαa [f (t)]Mr,β (t) + Jβa [f (t)]Mr,α (t)

)
+m

(
Jαa [f (t)]Mr,β (t) + Jβa [f (t)]Mr,α (t)

)
− 2mMJαa [f (t)] Jβa [f (t)] .

Substituting the values of m and M in (33) , we obtain

(34)

Jαa [f (t)]M2r,β (t) + Jβa [f (t)]M2r,α (t)

≤ (ar + br) Jαa [f (t)]Mr,β (t) + (ar + br) Jβa [f (t)]Mr,α (t)

− 2arbrJαa [f (t)] Jβa [f (t)] .

�

Another result is the following theorem.

Theorem 3.6. Let X be a continuous random variable having a p.d.f . f :
[a, b]→ R+ and α > 0. Then we have:

(35)

∣∣∣∣ (t− a)α

Γ (α+ 1)
Mr,α (t)− Jαa [f (t)] Jαa [tr]

∣∣∣∣
≤ (t− a)α

2Γ (α+ 1)
(M −m)

(
(t− a)α

Γ (α+ 1)
Jαa
[
t2r
]
− (Jαa [tr])2

) 1
2

.

Proof. Using Theorem 3.1 and Lemma 3.2 of [11] , we can write

(36)

∣∣∣∣ (t− a)α

Γ (α+ 1)
Jαa [fg (t)]− Jαa [f (t)] Jαa [g (t)]

∣∣∣∣
≤ (t− a)α

2Γ (α+ 1)
(M −m)

(
(t− a)α

Γ (α+ 1)
Jαa
[
g2 (t)

]
− (Jαa [g (t)])2

) 1
2

.

Taking g (t) = tr, a < t ≤ b, we obtain

(37)

∣∣∣∣ (t− a)α

Γ (α+ 1)
Jαa [trf (t)]− Jαa [f (t)] Jαa [tr]

∣∣∣∣
≤ (t− a)α

2Γ (α+ 1)
(M −m)

(
(t− a)α

Γ (α+ 1)
Jαa
[
t2r
]
− (Jαa [tr])2

) 1
2

.

�

Using two fractional parameters, we establish the following generalization.
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Theorem 3.7. Let f be a p.d.f. of X on [a, b]. Then for all a < t ≤ b, α >
0, β > 0, we have

(38)

(t− a)α

Γ (α+ 1)
Mr,α (t) +

(t− a)β

Γ (β + 1)
Mr,β (t)

− Jαa [f (t)] Jβa [tr]− Jβa [f (t)] Jαa [tr]

≤

[(
M

(t− a)α

Γ (α+ 1)
− Jαa [f (t)]

)(
Jβa [f (t)]−m (t− a)β

Γ (β + 1)

)

+

(
Jαa [f (t)]−m (t− a)α

Γ (α+ 1)

)(
M

(t− a)β

Γ (β + 1)
− Jβa [f (t)]

)]

×

[
(t− a)α

Γ (α+ 1)
Jβa
[
t2r
]

+
(t− a)β

Γ (β + 1)
Jαa
[
t2r
]
− 2Jαa [tr] Jβa [tr]

] 1
2

.

Proof. We use Theorem 3.3 and Lemma 3.4 of [11] to obtain

(39)

∣∣∣ (t− a)α

Γ (α+ 1)
Jβa [fg (t)] +

(t− a)β

Γ (β + 1)
Jαa [fg (t)]

− Jαa [f (t)] Jβa [g (t)]− Jβa [f (t)] Jαa [g (t)]
∣∣∣

≤
[(

M
(t− a)α

Γ (α+ 1)
− Jαa [f (t)]

)(
Jβa [f (t)]−m (t− a)β

Γ (β + 1)

)

+

(
Jαa [f (t)]−m (t− a)α

Γ (α+ 1)

)(
M

(t− a)β

Γ (β + 1)
− Jβa [f (t)]

)]
×
( (t− a)α

Γ (α+ 1)
Jβa
[
g2 (t)

]
+

(t− a)β

Γ (β + 1)
Jαa
[
g2 (t)

]
− 2Jαa [g (t)] Jβa [g (t)]

) 1
2
.

Taking g (t) = tr, a < t ≤ b, we can write

(40)

∣∣∣ (t− a)α

Γ (α+ 1)
Jβa [trf (t)] +

(t− a)β

Γ (β + 1)
Jαa [trf (t)]

− Jαa [f (t)] Jβa [tr]− Jβa [f (t)] Jαa [tr]
∣∣∣

≤

[(
M

(t− a)α

Γ (α+ 1)
− Jαa [f (t)]

)(
Jβa [f (t)]−m (t− a)β

Γ (β + 1)

)

+

(
Jαa [f (t)]−m (t− a)α

Γ (α+ 1)

)(
M

(t− a)β

Γ (β + 1)
− Jβa [f (t)]

)]
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×

(
(t− a)α

Γ (α+ 1)
Jβa
[
t2r
]

+
(t− a)β

Γ (β + 1)
Jαa
[
t2r
]
− 2Jαa [tr] Jβa [tr]

) 1
2

.

�

Remark 3.8. Taking α = β in Theorem 3.6, we obtain Theorem 3.5.
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