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#### Abstract

First we determine sufficient conditions for a lower triangular factorable matrix to be a posinormal operator on $\ell^{2}$. Then we compute the interrupter and determine when it will be a diagonal matrix. This leads us to a large collection of hyponormal factorable matrices.
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## 1. INTRODUCTION

Throughout this paper we assume that $M$ is a lower triangular infinite matrix acting through multiplication to give a bounded linear operator on $\ell^{2}$. If $\left\{a_{n}\right\}$ and $\left\{c_{n}\right\}$ are sequences of real or complex numbers, then $M: \equiv$ $M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is said to be factorable if its nonzero entries $m_{i j}$ satisfy $m_{i j}=$ $a_{i} c_{j}$, where $a_{i}$ depends only on $i$ (for $i=0,1,2, \ldots$ ) and $c_{j}$ depends only on $j$ (for $j=0,1,2, \ldots$ ); a factorable matrix $M$ is terraced if $c_{j}=1$ for all $j$. The operator $M$ is hyponormal if it satisfies $\left\langle\left[M^{*}, M\right] f, f\right\rangle \equiv\left\langle\left(M^{*} M-\right.\right.$ $\left.\left.M M^{*}\right) f, f\right\rangle \geq 0$ for all f in $\ell^{2}$.

Initially we consider the Cesàro matrix $C$, the factorable matrix that occurs when $a_{i}=\frac{1}{i+1}$ and $c_{j}=1$ for all $i, j$, and we let $D$ denote the diagonal matrix with diagonal $\left\{\frac{1}{2}, \frac{2}{3}, \ldots, \frac{n+1}{n+2}, \ldots\right\}$. It can be verified that $C C^{*}=C^{*} D C$ and hence

$$
\left\langle\left[C^{*}, C\right] f, f\right\rangle \equiv\left\langle\left(C^{*} C-C C^{*}\right) f, f\right\rangle=\langle(I-D) C f, C f\rangle \geq 0
$$

for all f in $\ell^{2}$, so $C$ is easily seen to be a hyponormal operator on $\ell^{2}$; for a different proof, as well as a proof that $C$ is a bounded operator on $\ell^{2}$, see [1]. This example provided the original motivation for the introduction of posinormal operators in [20]. $M$ is posinormal if there is a bounded, positive operator $P$ on $\ell^{2}$ satisfying $M M^{*}=M^{*} P M$, and the operator $P$ is referred to as an interrupter for $M$. We note that posinormal operators have also been studied in a more general setting in $[2,3,5,6,9,10,12,13,15,22,23]$.

Using the fact that the interrupter for $C$ is a diagonal matrix, we present the following adaptation of [20, Theorem 2.5].

[^0]Proposition 1.1. If $q_{n}$ is chosen from the interval $\left[\frac{n+1}{n+2}, 1\right]$ for each $n$, then the factorable matrix $T=\left[t_{i j}\right]$, where $t_{i j}=a_{i} c_{j}$ with $a_{i}=\frac{\sqrt{q_{i}}}{i+1}$ and $c_{j}=\sqrt{q_{j}}$, is hyponormal.

Proof. If $Q$ is the diagonal matrix with diagonal $\left\{q_{0}, q_{1}, \ldots, q_{n}, \ldots\right\}$, then $I \geq Q \geq D$ and $T=\sqrt{Q} C \sqrt{Q}$, so that

$$
\begin{aligned}
{\left[T^{*}, T\right] } & =\sqrt{Q} C^{*} Q C \sqrt{Q}-\sqrt{Q} C^{*} D C \sqrt{Q}+\sqrt{Q} C^{*} D C \sqrt{Q}-\sqrt{Q} C Q C^{*} \sqrt{Q} \\
& =\sqrt{Q} C^{*}(Q-D) C \sqrt{Q}+\sqrt{Q} C(I-Q) C^{*} \sqrt{Q}
\end{aligned}
$$

Therefore

$$
\left\langle\left[T^{*}, T\right] f, f\right\rangle=\langle(Q-D) C \sqrt{Q} f, C \sqrt{Q} f\rangle+\left\langle(I-Q) C^{*} \sqrt{Q} f, C^{*} \sqrt{Q} f\right\rangle \geq 0
$$

for all $f$ in $\ell^{2}$, so $T$ is hyponormal.
Seeing what happened for the Cesàro matrix, we now set out in search of other posinormal lower triangular factorable matrices having a diagonal matrix for interrupter, in hopes that this will once again result in manageable arithmetic that will uncover some more examples of hyponormal factorable matrices. As a first step, we obtain sufficient conditions for the posinormality of a lower triangular factorable matrix.

## 2. SUFFICIENT CONDITIONS FOR A FACTORABLE MATRIX TO BE POSINORMAL

In [20] it was observed that the set of all posinormal operators on any Hilbert space $H$ is an enormous collection that includes every invertible operator and all the hyponormal operators. Here we are concerned with $H=\ell^{2}$ and we employ the techniques of [21] to obtain an alternative route for identifying posinormal, and potentially hyponormal, lower triangular factorable matrices in cases when the matrices may not be invertible. Our first theorem presents sufficient conditions.

THEOREM 2.1. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) $\left\{c_{n}\right\}$ and $\left\{(n+1)\left(\frac{1}{c_{n}}-\frac{1}{c_{n+1}} \frac{a_{n+1}}{a_{n}}\right)\right\}$ are bounded sequences.

Then $M$ is posinormal.
Proof. We will display an operator $B$ on $\ell^{2}$ that satisfies $M^{*}=B M$; consequently, $M=M^{*} B^{*}$ also, and it will follow from [20, Theorem 2.1] that $M$ is posinormal.

We define $B=\left[b_{m n}\right]$ by

$$
b_{m n}= \begin{cases}c_{m}\left(\frac{1}{c_{n}}-\frac{1}{c_{n+1}} \frac{a_{n+1}}{a_{n}}\right) & \text { if } m \leq n \\ -\frac{a_{n+1}}{a_{n}} & \text { if } m=n+1 \\ 0 & \text { if } m>n+1\end{cases}
$$

Condition (2) will help us show that $B$ is a bounded operator on $\ell^{2}$. Let $R=$ $M(s, 1)$, where $s=\left\{\frac{1}{c_{n}}-\frac{1}{c_{n+1}} \frac{a_{n+1}}{a_{n}}: n=0,1,2, \ldots\right\}$, so $R$ is a terraced matrix with all of its entries nonnegative. The diagonal matrix $D_{1}$ with diagonal $\left\{(n+1)\left(\frac{1}{c_{n}}-\frac{1}{c_{n+1}} \frac{a_{n+1}}{a_{n}}\right)\right\}$ is positive and bounded, and hence $R=D_{1} C$ is bounded. The diagonal matrix $D_{2}$ with diagonal $\left\{c_{n}\right\}$ is bounded, so $R D_{2}$ is bounded. We observe that $\left(B^{*}-R D_{2}\right)$ is the adjoint of a unilateral weighted shift; since $\left\{a_{n}\right\}$ is positive and decreasing, $\left(B^{*}-R D_{2}\right)$ is bounded. Therefore $B^{*}=R D_{2}+\left(B^{*}-R D_{2}\right)$ is a bounded operator, and hence $B$ is bounded also. A direct computation using condition (1) shows that $M^{*}=B M$, as needed.

Corollary 2.2. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) $\left\{c_{n}\right\}$ is a decreasing sequence such that $\lim _{n \rightarrow \infty} c_{n}>0$;
(3) $\left\{(n+1)\left(1-\frac{a_{n+1}}{a_{n}}\right)\right\}$ is a bounded sequence.

Then $M$ is posinormal.
Example 2.3. Consider the case where $a_{i}=\frac{1}{i+1}$ and $c_{j}=\frac{1}{2}+\left(\frac{1}{10}\right)^{j+1}$ for each $i, j$. This example satisfies all parts of the hypothesis of Corollary 1 , so the associated factorable matrix gives a posinormal operator on $\ell^{2}$. We note that boundedness follows from the fact that all of the entries are nonnegative and are dominated by the corresponding entries of C.

Corollary 2.4. If $a=\left\{a_{n}\right\}$ is a positive decreasing sequence that converges to 0 and $\left\{n a_{n}\right\}$ is an increasing sequence that converges to $L<+\infty$, then the terraced matrix $M=M(a, 1)$ is posinormal.

REmark 2.5. We note that the sufficient conditions of Theorem 2.1 are not necessary for the posinormality of a factorable matrix $M$. Consider, for example, the discrete generalized Cesàro matrices (see [16, 17]), occurring when $a_{i}=\frac{\alpha^{i}}{i+1}$ and $c_{j}=\frac{1}{\alpha^{j}}$ for all $i, j$ and $0<\alpha<1$. Since $\left\{c_{j}\right\}$ is not bounded, condition (2) of the theorem is not satisfied, although these matrices were shown to be posinormal in [20, Theorem 4.1], where a different approach was used to prove that $B$ is a bounded operator on $\ell^{2}$.

In view of Remark 2.5, we include the following modification of Theorem 2.1.

TheOrem 2.6. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) the matrix $B$ from the proof of Theorem 2.1 is a bounded operator on $\ell^{2}$.

Then $M$ is posinormal.

The next result gives sufficient conditions for the posinormality of the adjoint of a lower triangular factorable matrix.

Theorem 2.7. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ,
(2) $\left\{\frac{c_{n-1}}{c_{n}}\right\}$ and $\left\{\frac{1}{a_{n}}-\frac{c_{n-1}}{c_{n}} \frac{1}{a_{n-1}}\right\}$ are bounded sequences for $n \geq 1$.

Then $M^{*}$ is posinormal.
Proof. We define $T=\left[t_{m n}\right]$ by

$$
t_{m n}= \begin{cases}\frac{a_{m}}{a_{n}} & \text { if } n=0 ; \\ a_{m}\left(\frac{1}{a_{n}}-\frac{c_{n-1}}{c_{n}} \frac{1}{a_{n-1}}\right) & \text { if } 0<n \leq m ; \\ -\frac{c_{n-1}}{c_{n}} & \text { if } n=m+1 ; \\ 0 & \text { if } n>m+1\end{cases}
$$

Since the sequence $\left\{\frac{1}{a_{n}}-\frac{c_{n-1}}{c_{n}} \frac{1}{a_{n-1}}\right\}$ is bounded for $n \geq 1$, the diagonal matrix $D$ with diagonal $\left\{\frac{1}{a_{0}}, \frac{1}{a_{1}}-\frac{c_{0}}{c_{1}} \frac{1}{a_{0}}, \frac{1}{a_{2}}-\frac{c_{1}}{c_{2}} \frac{1}{a_{1}}, \frac{1}{a_{3}}-\frac{c_{2}}{c_{3}} \frac{1}{a_{2}}, \ldots\right\}$ is bounded, so $M D$ is bounded. Also, the weighted shift $W$ with weight sequence $\left\{\frac{c_{n-1}}{c_{n}}\right\}$ is bounded for $n \geq 1$. Therefore $T=M D-W^{*}$ is a bounded operator. A routine computation shows that $M=T M^{*}$. By [20, Theorem 2.1], $M^{*}$ is posinormal.

Corollary 2.8. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) $\left\{c_{n}\right\}$ is a decreasing sequence such that $\lim _{n \rightarrow \infty} c_{n}>0$;
(3) $\left\{n a_{n}\right\}$ is an increasing sequence that converges to $L<+\infty$.

Then $M^{*}$ is posinormal.
Corollary 2.9. If $a=\left\{a_{n}\right\}$ is a positive decreasing sequence that converges to 0 and $\left\{(n+1) a_{n}\right\}$ is an increasing sequence that converges to $L<$ $+\infty$, then $M^{*}=M(a, 1)^{*}$ is posinormal.

We note that Example 2.3 satisfies all the conditions in the hypothesis of Corollary 2.8, so the associated factorable matrix is both posinormal and coposinormal. In fact, any factorable matrix that satisfies all of the conditions in the hypothesis of Corollary 2.8 will be both posinormal (see Corollary 2.2) and coposinormal.

We close this section with a modified version of Theorem 2.7.
Theorem 2.10. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) the matrix $T$ from the proof of Theorem 2.7 is a bounded operator on $\ell^{2}$.

Then $M^{*}$ is posinormal.

## 3. POSINORMAL FACTORABLE MATRICES WITH A DIAGONAL INTERRUPTER

In order to obtain the interrupter for $M$, we will use the matrix $B$ mentioned in Theorem 2.6 (and displayed in the proof of Theorem 2.1). For $B$ bounded and satisfying $M^{*}=B M$, we now compute the interrupter $P=B^{*} B$; the entries of $P=\left[p_{m n}\right]$ are given by

$$
p_{m n}=\left\{\begin{array}{lll}
\frac{c_{n}^{2} c_{n+1}^{2} a_{n+1}^{2}+\left(\sum_{k=0}^{n} c_{c}^{2}\right)\left(c_{n+1} a_{n}-c_{n} a_{n+1}\right)^{2}}{c_{n}^{2} c_{n+1}^{2} a_{n}^{2}} & \text { if } & m=n ; \\
\frac{\left.\left(c_{m} a_{m+1}-c_{m+1} a_{m}\right) c_{n}\left(\sum_{k=1}^{n+1} c_{k}^{2}\right) a_{n+1}-c_{n+1}\left(\sum_{k=0}^{n} c_{k}^{2}\right) a_{n}\right]}{} & \text { if } & m>n ; \\
\frac{\left(c_{n} a_{n+1}-c_{n+1} a_{n}\right)\left[c_{m}\left(\sum_{k=0}+c_{k} c_{k}+1 a_{m} a_{n} a_{n} a_{n}-c_{m+1}\left(\sum_{k=0}^{m} c_{k}^{2}\right) a_{m}\right]\right.}{c_{m} c_{m+1} c_{n} c_{n+1} a_{m} a_{n} a_{m}} & \text { if } & m<n .
\end{array}\right.
$$

Inspection of the entries reveals that P will be a diagonal matrix when the sequence $\left\{\left(\sum_{k=0}^{n} c_{k}^{2}\right) \frac{a_{n}}{c_{n}}\right\}$ is constant or when the sequence $\left\{\frac{a_{n}}{c_{n}}\right\}$ is constant; the latter possibility will not be useful because of condition (1) in Theorem 2.6 , so we proceed with consideration of the former, and that leads to the following results.

Theorem 3.1. For fixed $\alpha \geq 1$, take $a_{i}=\sqrt{\frac{\Gamma(i+1)}{\Gamma(i+\alpha)}} \frac{1}{i+\alpha}$ and $c_{j}=\sqrt{\frac{\Gamma(j+\alpha)}{\Gamma(j+1)}}$ for each $i, j$. Then $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a hyponormal bounded operator on $\ell^{2}$.

Proof. We note that $M$ is bounded for $\alpha \geq 1$ since all of its entries are nonnegative and dominated by the corresponding entries of $C$. Next we need to show that the hypothesis of Theorem 2.6 is satisfied. It is straightforward to verify that $\left\{\sqrt{\frac{\Gamma(n+1)}{\Gamma(n+\alpha)}} \frac{1}{n+\alpha}\right\}$ and $\left\{\frac{\Gamma(n+1)}{\Gamma(n+\alpha)} \frac{1}{n+\alpha}\right\}$ are positive decreasing sequences that converge to 0 , so we leave that to the reader. To assist in showing that $B$ is bounded, we let $W$ denote the weighted shift with weights $\left\{\frac{a_{n+1}}{a_{n}}\right\}$; $W$ is bounded since $\lim _{n->\infty} \frac{a_{n+1}}{a_{n}}=1$. Next we observe that all of the entries of $B+W$ are nonnegative and dominated by the corresponding entries of $\alpha C^{*}$, so $B+W$ is bounded. Therefore $B=(B+W)-W$ is bounded, and it follows that $P=B^{*} B$ is bounded also.

It can be shown by induction that $\sum_{k=0}^{n} c_{k}^{2}=\frac{1}{\alpha} \frac{\Gamma(\alpha+n+1)}{\Gamma(n+1)}$ for all $n$. Therefore $\left(\sum_{k=0}^{n} c_{k}^{2}\right) \frac{a_{n}}{c_{n}}=\frac{1}{\alpha}$ for all $n$. It is easily verified that $p_{n n}=\frac{n+\alpha}{n+1+\alpha}$ for each $n$. It follows that $M M^{*}=M^{*} P M$ and hence

$$
\left\langle\left[M^{*}, M\right] f, f\right\rangle \equiv\left\langle\left(M^{*} M-M M^{*}\right) f, f\right\rangle=\langle(I-P) M f, M f\rangle \geq 0
$$

for all $f$ in $\ell^{2}$, since $I-P$ is a diagonal matrix with diagonal $\left\{\frac{1}{n+1+\alpha}\right\}$; therefore the factorable matrix $M$ is a hyponormal operator on $\ell^{2}$.

We observe that when $\alpha=1, M$ is the Cesàro matrix $C$. Next we consider the matrix $M$ that occurs when $\alpha=2$; that is, when $a_{i}=\frac{1}{\sqrt{i+1}(i+2)}$ and $c_{j}=$ $\sqrt{j+1}$ for all $i, j$. For this example, the interrupter $P$ is the diagonal matrix with diagonal $\left\{\frac{2}{3}, \frac{3}{4}, \ldots, \frac{n+2}{n+3}, \ldots\right\}$ satisfying $M M^{*}=M^{*} P M$, as required, and, since $I-P \geq 0$, this factorable matrix $M$ is a hyponormal bounded operator on $\ell^{2}$. It is worth noting that the adjoint of this matrix was studied in [18], and the techniques used there can be adapted to the more general situation here to give a proof of the following theorem.

Theorem 3.2. If $M$ is the matrix defined in Theorem 3.1, then $M$ has norm $\|M\|=\frac{2}{\alpha}$ and spectrum $\sigma(M)=\left\{\lambda:\left|\lambda-\frac{1}{\alpha}\right| \leq \frac{1}{\alpha}\right\}$.

We note that although the factors of the nonzero matrix entries $m_{i j}=a_{i} c_{j}$ in Theorem 3.1 are reminiscent of the factors in the operators of Kay, Soul, and Trutt [7], those operators - other than the Cesàro matrix - do not satisfy our requirement that the sequence $\left\{\left(\sum_{k=0}^{n} c_{k}^{2}\right) \frac{a_{n}}{c_{n}}\right\}$ be constant. For other related information, see [8, Section 4.1.3].

Theorem 3.3. Let $M$ denote the matrix defined in Theorem 3.1. For fixed $\alpha \geq 1$ and for each $n \geq 0$, choose $q_{n}$ in the interval $\left[\frac{n+\alpha}{n+1+\alpha}, 1\right)$. If $Q$ is the diagonal matrix with diagonal $\left\{q_{n}\right\}$, then $T \equiv \sqrt{Q} M \sqrt{Q}$ is another hyponormal factorable matrix.

Proof. To see that $T$ is factorable, note that $T=\left[t_{i j}\right]$ where $t_{i j}=r_{i} s_{j}$ with $r_{i}=a_{i} \sqrt{q_{i}}$ depending only on $i$ and $s_{j}=c_{j} \sqrt{q_{j}}$ depending only on $j$. To settle the question of hyponormality, we note that $I \geq Q \geq P$ and that reasoning similar to that used in Proposition 1.1 shows that

$$
\left[T^{*}, T\right]=\sqrt{Q} M^{*}(Q-P) M \sqrt{Q}+\sqrt{Q} M(I-Q) M^{*} \sqrt{Q} .
$$

Therefore
$\left\langle\left[T^{*}, T\right] f, f\right\rangle=\langle(Q-P) M \sqrt{Q} f, M \sqrt{Q} f\rangle+\left\langle(I-Q) M^{*} \sqrt{Q} f, M^{*} \sqrt{Q} f\right\rangle \geq 0$ for all $f$ in $\ell^{2}$, so $T$ is hyponormal.

We close with a theorem and corollary that will summarize the general situation encountered here. These results will be followed by some more examples, whose details are left to the interested reader.

Theorem 3.4. Suppose $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and that the following conditions are satisfied:
(1) $\left\{a_{n}\right\}$ and $\left\{\frac{a_{n}}{c_{n}}\right\}$ are positive decreasing sequences that converge to 0 ;
(2) the matrix $B=\left[b_{m n}\right]$ from the proof of Theorem 2.1 is a bounded operator on $\ell^{2}$;
(3) the sequence $\left\{\left(\sum_{k=0}^{n} c_{k}^{2}\right) \frac{a_{n}}{c_{n}}\right\}$ is constant;
(4) $1 \geq p_{n n} \geq 0$ for all $n$, where $p_{n n}=\frac{c_{n}^{2} c_{n+1}^{2} a_{n+1}^{2}+\left(\sum_{k=0}^{n} c_{k}^{2}\right)\left(c_{n+1} a_{n}-c_{n} a_{n+1}\right)^{2}}{c_{n}^{2} c_{n+1}^{2} a_{n}^{2}}$.

Then $M$ is posinormal with a diagonal interrupter, and, furthermore, $M$ is hyponormal.

Corollary 3.5. Suppose $M$ is a factorable matrix that acts as a bounded operator on $\ell^{2}$ and satisfies conditions (1)-(4). If $Q$ is the diagonal matrix with diagonal $\left\{q_{n}\right\}$ where $1 \geq q_{n} \geq p_{n n}$ for all $n$, then $T \equiv \sqrt{Q} M \sqrt{Q}$ is another hyponormal factorable matrix.

Example 3.6. The factorable matrices $M=M\left(\left\{a_{n}\right\},\left\{c_{n}\right\}\right)$ defined below are bounded on $\ell^{2}$ and can be shown to satisfy conditions (1)-(4) of Theorem 3.4.
(a) $M$ determined by $a_{i}=\frac{1}{(i+2)(2 i+3)}$ and $c_{j}=j+1$ for all $i, j$;
(b) $M$ determined by $a_{i}=\frac{i+1}{(i+2)(2 i+3)\left(3 i^{2}+9 i+5\right)}$ and $c_{j}=(j+1)^{2}$ for all $i, j$;
(c) $M$ determined by $c_{j}=\beta^{j}$ and $a_{i}=\frac{\beta^{i}}{\sum_{k=o}^{i} \beta^{2 k}}$, where $\beta \geq 2$, for all $i, j$.
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