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ON THE SEMILOCAL CONVERGENCE
OF STEFFENSEN’S METHOD

IOANNIS K. ARGYROS and SAID HILOUT

Abstract. We provide a semilocal convergence analysis of a general Steffensen’s
method in a Banach space setting. In some interesting special cases, we expand
the applicability of this method. A numerical example involving the solution of
a nonlinear two boundary problem is also provided in this study.
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1. INTRODUCTION

In this study we are concerned with the problem of approximating a locally
unique solution x* of equation

(1) F(a) =0,

where F' is a Fréchet—differentiable operator defined on a nonempty convex
subset D of a Banach space X with values in X.

A large number of problems in applied mathematics and also in engineering
are solved by finding the solutions of certain equations. For example, dynamic
systems are mathematically modeled by difference or differential equations,
and their solutions usually represent the states of the systems. For the sake
of simplicity, assume that a time—invariant system is driven by the equation
& = T(z), for some suitable operator 7', where z is the state. Then the equi-
librium states are determined by solving equation (1). Similar equations are
used in the case of discrete systems. The unknowns of engineering equations
can be functions (difference, differential, and integral equations), vectors (sys-
tems of linear or nonlinear algebraic equations), or real or complex numbers
(single algebraic equations with single unknowns). Except in special cases,
the most commonly used solution methods are iterative—when starting from
one or several initial approximations a sequence is constructed that converges
to a solution of the equation. Iteration methods are also applied for solving
optimization problems. In such cases, the iteration sequences converge to an
optimal solution of the problem at hand. Since all of these methods have the
same recursive structure, they can be introduced and discussed in a general
framework.

We shall use Steffensen’s method (SM):

2) Top1 = Tn — Ayt F(zn) (n>0), (9 €D),
Ap = Azn) = [n, g(20); F],
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to generate a sequence {x,} approximating z*. Here, g : X — X is a
continuous operator, and [z, y; F] € L(X) denotes a divided difference of order
one of F' at points z, y, satisfying

(3) [z, y; F](y —2) = Fy) = F(z), zyeD, z#y,
(4) [z, 2 F] = F'(z), (v €D)
(see [4], [6]).
If g(x) =z, (x € D), (SM) reduces to Newton’s method (NM) given by
(5) Yn+1 = Yn — F,(yn)_l F(yn) (n>0), (yo=m0€D).

The popular choice for ¢ is given by g(z) = x + X F(z) (x € D), A € R.
Other choices for g can be found in [4], [6]. (SM) is a usefull alternative to
(NM) in case where operator F’'(z)~!, (z € D) is not available, or difficult or
impossible to compute.

A semilocal convergence analysis for (SM) under different choices for g and
using different hypothese have been given by several authors [1]-[14]. A survey
of such results can be also found in [4], [6], and the references there.

In this study, we present a semilocal convergence analysis for (SM) by intro-
ducing recurrent functions and using conditions simpler than before. We show
that the order of convergence is quadratic. In the special case of (NM), we
show that our convergence analysis is finer than before. Finally, we provide a
numerical example to show that (SM) can be faster than (NM). Moreover, we
provide a theoretical justification to showing why this can happen. The paper
is organized as follows. In section 2, we provide the semilocal convergence
analysis of (SM) and the numerical example in presented in section 3.

2. SEMILOCAL CONVERGENCE ANALYSIS OF (SM)
DEFINITION 2.1. Let « >0, 8> 0, n >0, My > 0, My > 0, and
(6) M:{>M0 if Myg=0

> My if My#0
be given constants. Define:

(7) Lo =~ n+ My, 72%(204M1+M),
(8) L=2aM + M,
2 if a0
1 «
(9) no = ]\{0+\/M3+4’y
2 (e My + M — M,
(a M+ ) i a0

(10) m =
Any positive number if «a =0,
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72 to be the minimal positive zero of polynomial:
(11) hi(t) =272t + 4y Mot3 + 2 (MZ —2~)t2 — (4 Mo+ L)t +2

if it exists. Otherwise, let 72 be any positive number,

8 .

if a#0

(12) N3 = L0—24M0+\/(L+4M0)2+64’7
- if —
I T4, if a=0,

(13) Ny = min{n;, i =0,...,3},

1
14 = mi —_— 5.
(14) 15 mln{nz,L+4M0}

It is simple algebra to show:

(i) if n < no, then ha(t) = yt2 + Mot < 1 for all ¢ € [0, no);
(ii) if » <1, then Lo < L;

(iii) if n < mg, then hy(t) > 0 for all ¢ € [0, 2], and

— 1
where
- 1
(16) L:§(L+4Lg—|—\/L2+8L0L);

(iv) if n < n3, then hg(t) = 4vyt? + (L +4 Mp)t — 4 < 0 for all t € [0,73].
Items (i)—(iv) can be written in a condensed form provided that the following
conditions hold:

<mg i a#0, ;u#n3

<ng if a#0, ng=mn3

<5 if a=0, Myg#0, n5=n2
nsn <71 if 0, Mo #0 _—

1 = =
L+ 4 M, @z M7 Y= T M,
2 .
SE if a= My=0.

We need the following result on majorizing sequences for (SM).

LEMMA 2.2 ([5]). Assume there exist constants Lo > 0, L > 0, and n > 0,
with Lo < L, such that:

<= i Ly#0
(17) ga=1Ln

if Lo=0,

DO | — N | =
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where L is given by (16). Then the sequence {t;.} (k > 0) given by

L (tg —tp—1)*
18 to=0, t1=1n, tp1=tp+———— k>1),
(18) 0 1=17, tes1 k+2(1_L0tk) (k>1)
18 mondecreasing, bounded from above by t**, and converges to its unique least

upper bound t* € [0,t**], where

2
1 =
(19) L
4L
(20) 0= <2 for Ly #0.
L++L?*+8 Ly L
Moreover, the following estimates hold:

(21) Lo t* <1,

5 5\"
(22) Oétk+1*tk§§(tk*tk—ﬂé.--é 5) (k>1),

o\ 2k—1

(23) ter1 —te < | 5 (2 qa) n (k=>0),

0\ (2q0)* '
24 0<tr—t, <|(=) ——— 2q<1), (k>0).
@) osr-n<(3) T Ga<n. k20)

We shall show the following semilocal convergence theorem for (SM).

THEOREM 2.3. Let F' : D C X — X be a Fréchet—differentiable operator,
g : D — X be a continuous operator, [x,y; F] be a divided difference of order
one of F' on D, satisfying (3), and let A(x) € L(X) given in (2). Assume that
there exist xg € D, and constants o > 0, >0, u >0, My > 0, M satisfying
(6), My >0, and My > 0, such that for all x,y € D:
(25) I=F(x) ! € L(X),
(26) I T F(xo) [|<m,
(27) IT (F'(z) = F'(y) 1M [[z—y],
(28) IT (F'(z) = F'(20)) [I< Mo ||z — o |,
(29) IT (A(z) — F'(z)) < My || 2 = g(2) I
(30) IT ([z,y; F] = F'(z0)) |< Mz (|| z =20 || + | y — 20 ),
(31) |z —g(@)|[<a [T Fz) |,
(32) n<n,
(33) Ulao,r) = {w € X | 2 — a0 |< 7} €D,

(34) r=an+t,
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and qa, 0%, t* are given in Definition 2.1, and Lemma 2.2. Then the sequence

{z,} (n > 0) generated by (SM) is well defined, remains in U(xo,r) for all
n >0, and converges to a solution x* of equation F(z) =0 in U(xo,r).
Moreover, the following estimates hold for alln > 0:

(35) | 2n — 2" <" —tn,
where the sequence {t,} (n > 0) is given in Lemma 2.2. Furthermore, if
1
36 t* <
( ) — 2 M
then the vector x* is the only solution of equation F(x) =0 in U(xo, R), where
1
37 Re |t5, — —t*]|.
(37) S
Proof. We shall show using induction on n > 0:
(38) H In+1 — Tn ”S tn+1 — tn,
(39) U($n+la t* —tny1) C U(xm t* —tn),
(40) [T F(zn) < tnts = tn,
(41) I 9(zn) — o <7

For every z € U(xy,t* — t1),

[ z—mo <z =21 [+ |21 =20 [[S T —t1 +t1 —tg =" — 1o,
implies z € U(xg,t* —tg). We also have || 21 —z¢ ||=|| T F(zo) [|[<n=1t1—1o
by (18), (26). In view of (31), and (40), we get

l9(xo) —xo [[<a | T F(zo) [San<an+t=r.

Hence, estimates (38)—(41) hold for n = 0. Let us assume these estimates
hold for all integers k < n. Then we have

n+1 n+1

1 —20 <D @i —2icy <D (6 —tio1) = tng1 — to = tns1 < £,
i=1 =1

H Tp + 0 (xn+1 - $n) — o ”S tn + 0 (tn+1 - tn) <t
for all € (0,1), and

| g(zn) =20 | < | g(zn) —an |+ [ 2n —z0 [S o [|[ T F(zn) || +t*
< a(tppr —ty)+tF<an+tr=r

For simplicity, denote xg,, = zp, + 0 (zp41 — x,) and Ay, = 2p41 — zp. In
view of (SM), we obtain the identity:

1
(42)  F(znin) = (F'(2n) — Ay) Ay + /0 (F' (@) — F'(2)) An dt.
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Then using the induction hypotheses, (27)—(31), (42), we have in turn:
ITFas) | 1
T (o) = A At [ (Fn) = Faa)) Ant) |
0

1
<IIT (F () — An) A || + / I T (F(26,0) — F'(2a)) An | dt
0o _
M 2
(43) <My an—glan) | A+ [ An |

M

M 1 _
< (aM;+ 7) (tns1 —tn)* = 5 (2a M+ M) (thi1 — tn)?

1
< 3 L1 (tps1 — tn)?
where
7 M() if n=0 o Lo if n=0
(44) M_{M if n>o Ll_{L it >0

In view of (9), (21), (28)—(32), and the induction hypotheses, we obtain:
I T (Apt1 = F'(x0)) ||
=[IT ((An+1 — F'(zni1)) + (F'(2nt1) — F'(20)) ) |l

<HT (Angr = Fl(wng1)) | + | T (F (2ng1) — F'(20)) ||
<My || g(zng1) = g1 | +Mo || Zp1 — 0 ||
(45) <abMy [T F(@n) | +Mo || #ng1 — 2o ||

alM L
< L (tn+l - tn)2 + MO tn+1
aM L
< 21 ! (tng1 —tn) + Mo> lnt1
aM L
< 21 177-|-Mo> tny1 < Loty < 1

It follows from (45), and the Banach lemma on invertible operators [4], [6]
that A;}rl exists, such that

(46) I Aty F'(wo) 1< (1= Lo ta41) ™"

Using (2), we obtain the approximation 42 — Zp41 = —A;j_l F(zp41) =
—(A;}rl F'(x0)) (I' F(2p+1)). Using (43), and (46), we get:
I 2nse —@nar | <1 Ay F/ (o) ||| T F(wnga) |
(47) c Llan—t)*
= 3 (1 — L() tn-i—l) n+2 n+1,
(

which completes the induction for (38).
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Thus, for every z € U(zy42,t* — tnhi2), we have:

Iz =2nir | < Ml 2 =2ngo | + [l otz = Znga ||
< - tnt2 +thto — lnt1 = t* — Int1,

which implies z € U(zy41,t* — tp+1). That is (39) holds for n + 1 replacing n.
Furthemore, it follows from (21), and (47):

(48) || r F(xn+1) ||§ (1 - Lthrl) (tn+2 - tn+1) <tnt2 — lnti,

which completes the induction for (40).
We also have:

| 9(@n+1) = Tng1 || + || Toy1r — o ||
a (thyo —tpg1) +r<a (ty —tg) +t* =an+t* =r.

| 9(ns1) =20 || <
<

Hence, the induction for (38)—(41) is completed.

It follows from Lemma 2.2 that the sequence {t,} is Cauchy. In view of
(38) and (39), the sequence {z,} (n > 0) is Cauchy too in a Banach space X,
and as such it converges to some x* € U(xg,) (since U(zg,r) is a closed set).
By letting n — oo in (43), we obtain F'(z*) = 0. Estimate (35) follows from
(38) by using standard majorization techniques [4], [6].

To show the uniqueness part, let y* € U(xg, R) be a solution of equation
F(z) = 0. Using (30), (36), and (37), we get:

IT (2% g5 F] = Fl(wo)) || < My (| 2" — 2o || + | v* — o [})

(49) < My (F+R) <1

It follows by (49), and the Banach lemma on invertible operators that the
linear operator [z*,y*; F] is invertible. Then using the estimate 0 = F'(z*) —
F(y*) = [z*,y*; F] (z* — y*), we deduce z* = y*. That completes the proof of
Theorem 2.3. O

REMARK 2.4. (a) The number ¢* can be replaced by t** (given in closed
form in (19)) in (33), (34), (36), and (37).
(b) Conditions (27), (28), and (30) certainly hold if replaced by the stronger

(50) IT ([z,y: Fl = F'(2) I< M3 (| z =z [ + [ly = 2 |)),

for all ,y,z € D, and some M3 > 0. In this case, we can set M = 2 M3, and
My = 2 My or My = 2 Ms. Note also that My < Ms.
(c) If g(z) = = (x € D), then (SM) reduces to (NM). Then we can set

M,
a=M =0, Ly = My, My = 70 and L = M. Then it is simple algebra

to show that the sufficient convergence condition (32) reduces to (17). The
corresponding to (17) Newton-Kantorovich hypothesis [4], [6] is given by

1
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M
Note that in general My < M (i.e., Ly < L) holds, and A can be arbitrarily
0

1 1
large [3]-[6]. Note also that gx < 3 implies that g4 < 3 but not necessarily

vice versa unless My = M. In [3]-[6], we have provided numerical examples,
where (17) holds but (51) is violated, and Ly < L. The Newton-Kantorovich
[4], [6] majorizing sequence corresponding to (18) is

M (3n+1 - Sn)2
2 (]. - M 5n+1)

(52) s0=0, s1=17, Spt2=Sp41+ (n > 0)
A simple inductive argument shows that under (51) if Ly < L, then t,, < s,
(n>1), the1 —tn < Spy1—Sp (M > 1), " —t, < s* — s, (n>1) and t* < s*,

where s* = lim s,,.
n—oo

Note also that estimates (23), and (24) are also finer, since g4 < qx. Hence,
under the same computational cost, the applicability of (NM) is expanded
under our approach. Note that in the general case of (SM) (i.e., g(z) # =z,
x € D), we do not have a related Kantorovich-type theorem to compare
our results. The existing sufficient convergence conditions for (SM) involve
stronger hypotheses than ours [1], [7]-[14].

(d) In view of the proof of Theorem 2.3, it follows (see (43), and (44)) that
the scalar sequence {r,} given by

Lo (r1 —m1)? L (rng1 —1m0)?
p— 0 = = —’ =
"o ’ n ,’7’ "2 " + 2 (1 — L() ?”1) nt2 Tt + 2 (1 — LO 7“7L+1)

(n > 1) is also majorizing sequence for {z,}. Moreover, for Ly < L, we have
T <th (M>1),rpp1 —rp <tpg1—tp, (m>1), 7" —r, <t*—t, (n>1), and
r* < t*, where v* = lim r,.
n—o0

(e) If X = RF, then the divided difference [z,y;F] can be given by
Jo = |2n,9(xn);F] = (F(xp, + Dpe') — F(zyn),...,F(x, + Dye®) —
F(z,)) D' (n > 0), where D,, = diag (f1(zn), f2(zn), ..., fr(zn)), Flx) =
(fi(@), f2(2), . fa(@)), fi : R — R (i=1,...,k) and @ = (1,22, ..., k).

(SM) in the form 41 = x, — J,; ' F(x,) (n > 0) avoids the evaluation
of F'(x,)~! which may be too expensive or impossible to invert, but has the
same convergence order with (NM).

At the end of the study, we provide a numerical example, where we show
that (SM) can be faster than (NM).

3. EXAMPLE

EXAMPLE 3.1 ([8]). We consider the non-linear second order boundary value
problem:

(53) Fwl) _ w)  (0) = w(1) =0,



9 On the semilocal convergence of Steffensen’s method 105

As in [2], we approximate the second derivative by

wi—1 — 2w; + w; ) ) 1

(54) W ~ ——1 h21 Hoi=1,. k=1, ¢ =ih, h:%.

In view of (54), equation (53) becomes F(w) = A w — h? p(w), where F :
Rk—l ; Rk_l,

-2 1 0 0 0
1 -2 1 .00
a—lo 1 =21 o0 7
0 1 -2
w = (wy,ws, ..., wr_1)" and p(z) = (e¥1,e¥2, ..., e"1)T. Let us solve equa-

tion F'(w) = 0, using (SM), and (NM) (5) for comparison reasons. Let us
choose k = 12, and initial iterate w;(0) = ¢; (¢ — 1), ¢ = 1,...,11. Then we
get the following table, which justifies the claim made at the end of Section 2:

Comparison Table between (SM) and (NM) on || F(w®) ||
n (SM): (2) (NM): (5)
1 1.4448e-009 1.9887e-009
2 1.9664e-017 4.5194e-017

REMARK 3.2. (a) Under the hypotheses of Theorem 2.3, we have My < Lo
and M < L (by (7), and (8)). It then follows from (15), (17), and (32) that
(NM) defined by (5) converges. Moreover, the predicted estimates by (23),
and (24) show that (NM) is faster than (SM). (b) We can justify the results
of the Comparison Table on || F(x,) || (i-e., on || F'(z0)~! F(zy) ||). In view
of (43), (48), we have

M
5) T S (M o= |+ ami =20l ) [ nia =0 |

(56) I T F(znt1) [[< (1= Lo tnt1) (bnt2 = tnt1),

M
respectively. Moreover, we have || F'(yo) ™' F(yn+1) || < > | Yns1—yn ||* and

| ' (y0) P F(yns1) [|< (1 — M 8p41) (Sna2 — Sns1), for (5). It then follows
that if e.g. M < Ly, t, = s, (n > 0), at least theoretically predicted upper
bounds on || I" F(zy+1) || can be smaller than || I F(y,+1) ||. This observation
explains at least theoretically the results of the Comparison Table.

CONCLUSION

We presented a convergence analysis of Steffensen’s method to solve a non-
linear equations in Banach spaces under some Lipschitz—type conditions and
using the divided difference operator of order one.
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A numerical example of non-linear second order boundary value problem,
further validating the theoretical results, a comparison between Steffensen’s
and Newton’s method, and some remarks are also presented in this study.
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