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Matrices that are similar to their inverses

GRIGORE CÃLUGÃREANU

1.  Introduction
In a group , an elementwhich is conjugatewith its inverseis called

real, i.e. theelementandits inversebelongto thesameconjugacy class. An
elementis calledan involution if it is of order2. With thesenotionsit is easy
to formulate the following questions.

G

1) Which are the (finite) groups all of whose elements are real ?
2) Which arethe (finite) groupssuchthat the identity andinvolutions

are the only real elements ?
3) Which are the (finite) groupsin which the real elementsform a

subgroup closed under multiplication?
Accordingto specialists,these(general)questionscannotbe solvedin

anyreasonableway. For example,therearenumerousfamiliesof groupsall
of whoseelementsare real, like the symmetricgroups . Thereare many
solvablegroupswhoseelementsare all real, and onecan prove that any
finite solvable group occurs as a subgroup of a solvable group whose
elements are all real.

Sn

As for question2, notethat in any Abelian group(conjugationsareall
the identity function), the only real elementsare the identity and the
involutions,and theyform a subgroup.Therearenon-abelianexamplesas
well, like a Suzuki 2-group.

Question 3 is similar to questions 1 and 2.
Thereforethe abstractstudy of reality questionsin finite groups is

unlikely to have a good outcome.This may explain why in the existing
bibliography there are only specific studies (see [1, 2, 3, 4]).

In this note,asanotherspecificstudy,we determinethe realelementsof
, i.e. we answer the followingGL2 (z)

Question:  When is an invertible integral  matrix similar to its inverse?2 × 2
Thesepropertieslead to somequadraticDiophantineequations,which

may be solved using software on the Internet (e.g. [5]).

As examples willshow, for an element in a ring , thereare three
possibilities:

u R

 and  are not conjugate, u u−1

or there are finitely many  such that , v ∈ U (R) u−1v = vu
or thereare infinitely many with . Notice that if

 then also  has this property.
v ∈ U (R) u−1v = vu

u−1v = vu −v ∈ U (R)
To simplify the wording we say that has zero index, finite index or

infinite index respectively(we neglectthe ; e.g. hasindex3 meansthere
are 6 different , i.e.  such that , ).

u
± u

v ±v1, ±v2, ±v3 u−1vi = viu i ∈ {1,  2,  3}
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A trivial exampleof elementswhich are conjugatewith their inverses
arethe involutions, i.e. order2 elements, (indeed, then and

).
u2 = 1 u−1 = u

v = u

It is easy to show that the property of being real is invariant under
conjugations, i.e. if  is real and conjugate to  then  is (also) real.u v v

However, real elements need not be conjugate.
Moreover, since there existnon-real elements,not every conjugacy

classcontainsreal elements.More precisely,in eachconjugacyclasseither
all elements are real or no element is real.

In a givengroup,it canbe tricky to find theelementsthat arenot real.
For example,in [6], the groupof unipotentuppertriangular matrices
overthe field , is considered,so that is a Sylow -subgroupof the
generallinear group , where is a powerof a prime number . The
authorsshowthatfor sufficiently large , there existmatricesin that
are not real. In , a matrix is given, and evenif there is no direct
proof of this, four independentcomputercalculationsconfirmed that this
matrix is not real.

n × n
fq U n (fq) p

GLn (fq) q p
n U n (f2)

U13(f2)

2.  Real matrices in M2 (z)
First, it is easyto specifytheinvolutory matrices , suchthat .

These are the four matrices and the matrices

, for any  and  such that .

U U 2 = I2









±1 0
0 ±1

U ab =
















a b
1 − a2

b
−a

a b ≠ 0 b | (1 − a2)

As a generalremark, notice that the characteristicpolynomial of an
invertible matrix over the integers, is
rarely reducibleover z: it is reducibleif, and only if, .
Indeed, ;for the equation hasonly the
solutions , and for the equation has only the
solutions . Hencewe cannot expecteigenvalues,eigenvectorsor
Jordan normal form to solve our problem.

U pU (X) = X2 − Tr (U) X ± 1
Tr (U) ∈ {0, ±2}

△ = Tr2 (U ) ± 4 +4 x2 + 4 = y2

± (0,  2) −4 x2 − 4 = y2

± (2,  0)

Examplesshow that the irreducibility of the characteristicpolynomial
(or the reducibility) does not characterise real matrices.

Also noticethat for an invertiblematrix , wecanalwayssuppose

or , becauseotherwise is diagonal and thus oneof the four
involutory matrices already mentioned.









a b
c d

b ≠ 0 c ≠ 0 U

Next, for the equality , with invertible and thereare
four possibilities:  and .

U −1V = VU U V
detU = ±1 detV = ±1
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Here is a first result.

Theorem 1: Let be invertible overz, and .

Then with and if, and only if, the

following conditions hold:

U =








a b
c d

b ≠ 0 detU = 1

U −1V = VU V =








x y

z t
detV = 1

(i) thereexists suchthat is a square,say ;
this includes .

y ∈ z (Tr (U )2 − 4) y2 − 4b2 Y2

|Tr (U )| ≥ 2
(ii)  divides ;2b Y − (d − a) y
(iii)  divides b (d − a) x − cy.
Actually , and the conditions
include .

Y = 2bx + (d − a) y bz = (d − a) x − cy
U = ±I2

Proof: Assume . Then andtheequalityof the

products gives

U −1V = VU U −1 =








d −b
−c a

(d − a)x = cy + bz, b(x + t) = 0 = c(x + t), (d − a)t = −cy − bz.

The first and the fourth equations give . Hence(d − a) (x + t) = 0
(i)  gives obviously , , so .x + t ≠ 0 b = c = 0 a = d = ±1 U = ±I2

(ii) If , thesecondandthird equationshold, , sothe first
and the fourth coincide.
Hencethe conditionsare and , that is, a
matrix is similar to its inverse(with ) if, and only if,

or there existintegers with suchthat
.

x + t = 0 t = −x

(d − a) x = cy + bz t = −x
U detV = 1

U = ±I2 x, y, z x2 + yz = −1
(d − a) x = cy + bz
This reduces to some quadratic Diophantine equations, depending on.
(1) ; gives ,
i.e.

a ≠ d (d − a)x = cy + bz (cy + bz)2 + (d − a)2yz + (d − a)2 = 0

c2y2 + [(d − a)2 + 2bc] yz + b2z2 + (d − a)2 = 0.

(2) :  gives , i.e.b ≠ 0 bz = (d − a)x − cy bx2 + y[(d − a)x − cy] = −b

bx2 + (d − a) xy − cy2 + b = 0

(3) :  gives , i.e.c ≠ 0 cy = (d − a) x − bz cx2 + z[(d − a)x − bz] = −c

cx2 + (d − a) xz − bz2 + c = 0.

Sincewe assume , the reductionof theDiophantineequation(2)
to its canonicalform gives
or  or else

b ≠ 0
[2bx + (d − a) y]2 + 4b2 = [(a + d)2 − 4] y2

[(a + d)2 − 4] y2 − 4b2 = [2bx + (d − a)y]2

DX2 = Y2 + 4b2

where , and . From theX = y Y = 2bx + (d − a) y D = Tr2 (Y) − 4
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canonical form, clearly (i.e. ) is
necessary in order to have real solutions.

D = Tr2 (A) − 4 ≥ 0 |Tr (U )| ≥ 2

Now the existenceof the invertible matrix with (and
) follows from the conditions (i)-(iii) in the statementof the

theorem.

V U−1V = VU
detV = 1

Examples:  (All with .)detU = detV = 1

(a)  A real matrix of infinite index and irreducible characteristic polynomial

with , , so . Then

for and for , , so
.  Finally,  gives . Indeed, 

U =








2 1
1 1

a = 2 b = c = d = 1 Tr (U) = 3

5y2 − 4 = 12 y = 1 Y = 1 Y − (d − a) y = 2 2b = 2
x = 1 bz = (d − a) x − cy z = −2

U−1V =
















=








1 −1
−1 2

1 1
−2 −1

3 2
−5 −3

=
















= VU .
1 1

−2 −1
2 1
1 1

In theabovewe havedealtwith only onematrix sinceit is easyto see
that  is a square for .

V
5y2 − 4 y = 1
Also , works: gives and

 gives . Indeed, 
y = 2 Y = 4 2bx + (d − a) y = Y x = 3

bz = (d − a) x − cy z = −5

U −1V =
















=








1 −1
−1 2

3 2
−5 −3

8 5
−13 −8

=
















= VU .
3 2

−5 −3
2 1
1 1

If we want to find all (andsothe indexof ), we mustfirst solvethe
other quadratic Diophantine equation . The solutions are

and infinitely many other solutionsgiven by
recursion , , andalso ,

. So hasinfinite index. Thecharacteristicpolynomial,
, is irreducible over .

V U
5y2 − 4 = Y2

± (1,  1) , ± (1, −1) , ± (4,  2)
xn+1 = 9xn + 20yn yn +1 = 4xn + 9yn xn + 1 = 9xn − 20yn

yn + 1 = −4xn + 9yn U
pU (x) = X2 − 3X + 1 r

(b)  Matrices in the same conjugacy class

 is similar to the one in (a):U =








3 1
−1 0

















=








=
















.
2 1
1 1

1 0
1 1

3 1
2 1

1 0
1 1

3 1
−1 0

Hence,from the invarianceto similarity mentionedin the introduction,
this is alsorealwith infinite index.Clearly and havethesametrace,U U V
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determinantand characteristicpolynomial. For instance

shows the reality property.

V =








2 1
−5 −2

In orderto simplify thestatementof thenextresult,we first describethe
invertible matrices with . This is only possible with

 or .
U |Tr (U)| < 2

Tr (U) = 0 Tr (U ) ∈ {±1}
If , by theCayley-Hamiltontheorem, , sotheinvolutory

matricesare the matrices for every such that

.

Tr (U) = 0 U2 = I2

U =

















a b

−
1 + a2

b
−a

b ≠ 0

b | (1 − a2)
If , then by the Cayley-Hamilton theorem,

or equivalently . These are

 for every  such that .

Tr (U) = 1 detU = 1
U 2 − U + I2 = 02 U−1 = I

2
− U

U =
















a b
a − a2 − 1

b
1 − a

b ≠ 0 b | (a2 − a + 1)

Thesituations , and ,
are analogous.

Tr (U) = 1 detU = −1 Tr (U) = 1 detU = ±1

The following result refers to .|Tr (U )| ≥ 2

Theorem 2: Let be invertible over , ,

and . Then with and if,

and only if, the following conditions hold:

U =








a b
c d

z b ≠ 0 |Tr (U )| ≥ 2

detU = 1 U −1V = VU V =








x y

z t
detV = −1

(i) thereexists suchthat is a square,say
,

y ∈ z (Tr2 (U) − 4) y2 + 4b2

Y2

(ii)  divides ,2b Y − (d − a)y
(iii)  divides .b (d − a) x − cy
Actually ,  .Y = 2bx + (d − a) y bz = (d − a) x − cy

Proof: If , , thesamecomputationasin theprevious
proof works until we have to use for , that is,

 (instead of ).

detU = 1 detV = −1
xt − yz = −1 t = −x

x2 + yz = 1 −1
This slightly modifies the quadraticDiophantineequationsobtained

there:
(1) : gives ,
i.e.

a ≠ d (d − a)x = cy + bz (cy + bz)2 + (d − a)2yz − (d − a)2 = 0

c2y2 + [(d − a)2 + 2bc] yz + b2z2 − (d − a)2 = 0;
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(2) :  gives , i.e.b ≠ 0 bz = (d − a) x − cy bx2 + y [(d − a)x − cy] = b

bx2 + (d − a) xy − cy2 − b = 0;

(3) :  gives , i.e.c ≠ 0 cy = (d − a) x − bz cx2 + z [(d − a) x − bz] = c

cx2 + (d − a) xz − bz2 − c = 0.

We continue with  and the canonical form isb ≠ 0

[2bx + (d − a)y]2 − 4b2 = [(a + d)2 − 4] y2

or else  with , .(Tr2 (A) − 4) X2 + 4b2 = Y2 X = y Y = 2bx + (d − a) y
Since (i.e. ), the existenceof the

invertible matrix with (and ) follows from the
conditions (i)-(iii) in the statement of the theorem.

D = Tr2 (A) − 4 ≠ 0 |Tr (U )| ≥ 2
V U −1V = VU detV = 1

More examples
(c)  A matrix which is not real with irreducible characteristic polynomial

. Whensearchingfor with , the Diophantine

equation (2) is , with no integer solutions.

U =








3 2
1 1

V detV = 1

2x2 − 2xy − y2 + 2 = 0
Actually, the canonical form here is i.e.

, and onecancheckdirectly that is not a square,
becauseof well-knownproperties:all evensquarenumbersaredivisible by
4, numbersof the form are not squarenumbers,all odd square
numbersareof theform , numbersof theform arenotsquare
numbers.

DX2 = Y2 + 4b2

(2x − y)2 + 4 = 3y2 3y2 − 4

4n + 2
4n + 1 4n + 3

The characteristicpolynomial, , is
irreducible over .

pX (U ) = X2 − 4X + 1 = (X − 2)2 − 3
z

Whensearchingfor with , theDiophantineequation(2) is

now , with no solutions.Therefore is not

real (not similar to its inverse).

V detV = −1

2x2 − 2xy − y2 − 2 = 0 U =








3 2
1 1

(d) There is no with but infinitely many with .
The characteristic polynomial is reducible over .

V detV = 1 V detV = −1
z

. As for with , equation (2) is

, with no integer solutions.

U =








−62 147
−27 64

V detV = 1

147x2 + 126xy + 27y2 + 174= 3[(7x + 3y)2 + 72] = 0
The characteristicpolynomial is

reducible over .
pX (U ) = X2 − 2X + 1 = (X − 1)2

z

As for with , the Diophantine equation (2) is
, and has infinitely many solutions:

 or .

V detV = −1
147x2 + 126xy + 27y2 − 147= 0
(−1 + 3s, −7s) (1 + 3s, −7s)
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Further, we need to be solvable for , i.e.,
.

bz = (d − a)x − cy z
147z = 126x + 27y

Now reducesto
or , for which it is necessary(and
sufficient) or equivalently . Hence

for +: , and ,

and for : .

147z = 126(±1 + 3s) − 27 · 7s 21z = 18(±1 + 3s) − 27s
7z = 6 (±1 + 3s) − 9s = 3(±2 + 3s)

7|2 + 3s 3s = 7k ∓ 2 = 6k + k ∓ 2

k − 2 = 3l s = 7l + 4 V =








21l + 13 −49l − 28
9l + 6 −21l − 13

[detV = −1]

− V =








21l − 13 −49l + 28
9l − 6 −21l + 13

Both areverified, so hasinfinite index. is similar to
by infinitely manydifferent , all with , but thereareno

with .

U −1V = VU U U
U −1 V detV = −1 V

detV = 1

(e)  A real matrix of index 3 with irreducible characteristic polynomial

. First notice that equation(2) for has no

integer solutions.

U =








3 13
−1 −4

detV = 1

Secondly, equation(2) for becomes
which has 12 solutions: , , , , ,

.

detV = −1 13x2 − 7xy + y2 − 13 = 0
± (3,  8) ± (1,  7) ± (4,  15) ± (1,  0) ± (4,  13)

± (3,  13)
Further we need to be solvable for , i.e.,

. Only the first three ( ) pairs verify so we get

, , .  Hence this  has index 3.

bz = (d − a)x − cy z
13z = −7x + y ±

V = ±








3 8
−1 −3

±








1 7
0 −1

±




4 15
−1 −4

U

(f) A real matrix of infinite index and characteristic polynomial reducible
over z

.  Now (2) for  is U =








1 4
−1 −3

detV = −1

4x2 − 4xy + y2 − 4 = 0 = (2x + y)2 − 4,

which has infinitely many integer solutions: .(±1 + s,  2s)
We needtheseto verify , i.e. . This

is clearly verified if, and only if, while , ,
 and .

bz = (d − a) x − cy 4z = −4x + y
s = 2l x = ±1 + 2l y = 4l

z = ∓1 − l t = −x = ∓1 − 2l

Hence with , i.e. hasinfinite

index. The characteristic polynomial is reducible over :
.

V =








±1 + 2l 4l
±1 − l ∓1 − 2l

detV = −1 U

z
pX (U ) = X2 + 2X + 1 = (X + 1)2

Remark: If in we write , , usingthe

previoustwo examples,thesearereal,but theyarenot conjugate:

GL2 (z) A =








3 13
−1 −4

B =








1 4
−1 −3

AX = XB
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for amountsto a homogeneouslinear systemwhich hasonly

the zero solution (its  determinant is ).

X =








x y

z t
4 × 4 −1

Finally, a surprising result

Theorem 3: Let beinvertibleover , and .

Then with invertible if, and only if. is

involutory.

U =








a b
c d

z b = 0 detU = −1

U −1V = VU V =








x y

z t
U

Proof: If then and ,

, , . Thefirst andthe fourth of
these equations give .

detU = −1 U −1 =








−d b
c −a

(a + d) x = −cy + bz

b (−x + t) = 0 c (x − t) (a + d) t = cy − bz
(a + d) (x + t) = 0

Case1: If then by the Cayley-Hamiltontheorem, ,
that is , an involutory matrix.

a + d = 0 U 2 − I2 = 02

U = U −1

Case2: If and then andthe abovesystem
becomes , , .

a + d ≠ 0 x + t = 0 t = −x
(a + d) x = −cy + bz −bx = dy cx = az

(a) If both , we caneliminate andsince we get
, .

b ≠ 0 ≠ c x ad − bc = −1
(d2 − 1)y + b2z = 0 c2y + (a2 − 1) z = 0

If the systemhas only the zero solution.

Hence also  but  is not invertible.

det








≠ 0
d2 − 1 b2

c2 a2 − 1
x = t = 0 V = 02

If , from and

 we obtain  which is impossible.

det








≠ 0
d2 − 1 b2

c2 a2 − 1
bc = ad + 1

(a2 − 1) (d2 − 1) = b2c2 (a + d)2 = 0

(b) Suppose and ;since , cannotbezero(otherwise
is not invertible),so . Hence andso , but then

 is not invertible.

b ≠ 0 c = 0 cx = az a
U z = 0 (a + d) x = 0 x = 0
V

(c) ,  is analogous.b = 0 c ≠ 0

(d) reducesto diagonalmatrices(the four involutory matrices
mentioned the beginning of this section).

b = c = 0

Remark: Since the equality does not use (and also
is not used),the abovetheoremcoversboth an

.

U −1V = VU V−1

xt − yz = ±1 detV = +1
detV = −1
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